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Sepp Hartunga, André Nichterleina, Rolf Niedermeiera, Ondřej Suchýb

aInstitut für Softwaretechnik und Theoretische Informatik, TU Berlin, Germany
{sepp.hartung, andre.nichterlein, rolf.niedermeier}@tu-berlin.de

bFaculty of Information Technology, Czech Technical University in Prague, Czech Republic
ondrej.suchy@fit.cvut.cz

Abstract

Motivated by a strongly growing interest in graph anonymization, we study the
NP-hard Degree Anonymity problem asking whether a graph can be made
k-anonymous by adding at most a given number of edges. Herein, a graph is
k-anonymous if for every vertex in the graph there are at least k−1 other vertices
of the same degree. Our algorithmic results shed light on the performance quality
of a popular heuristic due to Liu and Terzi [ACM SIGMOD 2008]; in particular,
we show that the heuristic provides optimal solutions if “many” edges need to
be added. Based on this, we develop a polynomial-time data reduction yielding
a polynomial-size problem kernel for Degree Anonymity parameterized by
the maximum vertex degree. In terms of parameterized complexity analysis, this
result is in a sense tight since we also show that the problem is already NP-hard
for H-index three, implying NP-hardness for smaller parameters such as average
degree and degeneracy.

Keywords: Parameterized Complexity, Kernelization, Heuristics, f -Factors,
Data Privacy

1. Introduction

For many scientific disciplines, including the understanding of the spread
of diseases in a globalized world or power consumption habits with impact on
fighting global warming, the availability of social network data becomes more
and more important. To respect privacy issues, there is a strong demand to
anonymize the associated data in a preprocessing phase [21]. In a landmark
paper, Liu and Terzi [31] (also see Clarkson et al. [14] for an extended version)
introduced the following simple graph-theoretic model for identity anonymization
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Figure 1: Three illustrating examples. The solid edges indicate the original graphs. Adding the
dashed edges changes the graphs (from left to right) from being 2-anonymous to 7-anonymous,
from 1-anonymous to 4-anonymous, and from 1-anonymous to 2-anonymous.

on (social) networks. Herein, they transferred the k-anonymity concept known for
tabular data in databases [21, 41, 42, 43] to graphs (see Figure 1 for examples).

Degree Anonymity [31]
Input: An undirected graph G = (V,E) and two positive integers k

and s.
Question: Is there an edge set E′ over V with |E′| ≤ s such that G′ =

(V,E ∪E′) is k-anonymous, that is, for every vertex v ∈ V there
are at least k − 1 other vertices in G′ having the same degree?

Liu and Terzi [31] assume in this model that an adversary (who wants to
de-anonymize the network) knows only the degree of the vertex of a target
individual; this is a modest adversarial model. Clearly, there are stronger
adversarial models which (in many cases very realistically) assume that the
adversary has more knowledge, making it possible to breach privacy provided
by a “k-anonymized graph” [36]. Moreover, it has been argued that graph
anonymization has fundamental theoretical barriers which prevent a fully effective
solution [1]. Degree Anonymity, however, provides the perhaps most basic
and still practically relevant model for graph anonymization; it is the subject of
active research [10, 11, 13, 33].

Graph anonymization problems are typically NP-hard. Thus, almost all
algorithms proposed in this field are heuristic in nature, this also being true
for algorithms for Degree Anonymity [25, 31, 33]. Indeed, as the field of
graph anonymization is young and under strong development, there is very little
research on its theoretical foundations, particularly concerning computational
complexity and algorithms with provable performance guarantees [11].

Our contributions. Our central result is to show that Degree Anonymity has
a polynomial-size problem kernel when parameterized by the maximum vertex
degree ∆ of the input graph. In other words, we prove that there is a polynomial-
time algorithm that transforms any input instance of Degree Anonymity
into an equivalent instance with at most O(∆7) vertices. Indeed, we encounter
a “win-win” situation when proving this result: We show that Liu and Terzi’s
heuristic strategy [31] finds an optimal solution when the size s of a minimum
solution is larger than 2∆4. As a consequence, we can bound s in O(∆4) and,
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hence, a polynomial kernel we provide for the combined parameter (∆, s) actually
is also a polynomial kernel only for ∆. Furthermore, our kernelization has the
useful property (for instance when combining it with approximation algorithms)
that each solution derived for the kernel instance one-to-one corresponds to
a solution of the original instance. While this kernelization directly implies
fixed-parameter tractability for Degree Anonymity parameterized by ∆, we
also develop a further fixed-parameter algorithm with an improved worst-case
running time.

In addition, we prove that Degree Anonymity becomes NP-hard on graphs
with H-index1 three. The same proof also yields NP-hardness in 3-colorable
graphs. Further, adopting the viewpoint of “standard parameterization”, we
show that Degree Anonymity is W[1]-hard when parameterized by the solution
size s (the number of added edges), even when k = 2. In other words, there is
no hope for fixed-parameter tractability even when the level k of anonymity is
low and the graph needs only few edge additions (meaning little perturbation)
to achieve k-anonymity.

Why is the parameter “maximum vertex degree ∆” of specific interest?
First, note that from a parameterized complexity perspective it seems to be a
“tight” parameterization in the sense that for the only little “stronger” (that is,
provably smaller) parameter H-index our results already show NP-hardness for
H-index three (also implying hardness e.g. for the parameters degeneracy and
average degree). Social networks typically have few vertices with high degree
and many vertices of small degree. Leskovec and Horvitz [30] studied a huge
instant-messaging network (180 million vertices) with maximum degree 600. For
the DBLP co-author graph2 generated in February 2012 and containing more
than 715,000 vertices we measured a maximum degree of 804 and an H-index
of 208, so there are not more than 208 vertices with degree larger than 208. Thus,
a plausible strategy might be to only anonymize vertices of “small” degree and
to remove high-degree vertices for the anonymization process because it might be
overly expensive to anonymize these high-degree vertices and since they might
be well-known (that is, not anonymous) anyway. Indeed, high-degree vertices
can be interpreted as outliers [2], potentially making their removal plausible.

Related work. The most important reference is Liu and Terzi’s work [31] where
the basic model of graph anonymization was introduced, sophisticated (heuris-
tic) algorithms (also using algorithms to determine the realizability of degree
sequences) have been developed and validated on experimental data. Somewhat
more general models have been considered by Zhou and Pei [44] (studying the
neighborhood of vertices instead of only the degree) and by Chester et al. [11]
(anonymizing a subset of the vertices of the input). Chester et al. [13] investigated

1The H-index of a graph G is the maximum integer h such that G has at least h vertices
with degree at least h. As a consequence, if G has H-index h, then it has at most h vertices of
degree larger than h.

2In this graph the vertices represent the authors and an edge indicates that the two
corresponding authors are co-authors of at least one paper.
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the variant of adding vertices instead of edges; Bredereck et al. [8] provided first
parameterized complexity results in this direction. Recently, building on Liu and
Terzi’s work, we enhanced their heuristic approach with the focus on improving
lower and upper bounds on the solution size [25]. Lu et al. [33] and Casas-Roma
et al. [10] proposed enhanced algorithms for Degree Anonymity. Again, these
algorithms are heuristic in nature. Today, the field of graph anonymization has
grown tremendously with numerous surveys and research directions. We only
mention some directly related work.

Chester et al. [12] are among the few having performed formal computational
complexity studies of Degree Anonymity and edge-labeled variants. On
the positive side, they showed a polynomial-time algorithm for the unlabeled
case on bipartite graphs. In particular, they ask for effective approximation
algorithms (for the optimization versions of the underlying decision problems)
for NP-hard problems and complain the lack of complexity investigations and
theoretical research. In a sense, with our main result on polynomial-time
provably effective preprocessing, we provide a “stricter” result than polynomial-
time approximation since our reduced instance still allows for finding optimal
solutions. Bredereck et al. [7] studied the variant of Degree Anonymity
where one uses at most s vertex deletions instead of edge additions to make
the given graph k-anonymous. They showed that this variant is NP-hard even
on several restricted graph classes (e. g. on trees and on graphs with maximum
degree three), but becomes fixed-parameter tractable with respect to each of the
combined parameters (s, k) and (s,∆). Bazgan and Nichterlein [3] studied the
(parameterized) approximability of Degree Anonymity and its vertex deletion
variant; they achieved several inapproximability results.

There are many other, often more complicated models for graph anonymiza-
tion. Weaknesses of Degree Anonymity (mainly depending on the assumed
adversary model where for many practical situations the adversary may e.g.
have an auxiliary network that helps in de-anonymizing) and other models have
been pointed out [1, 36, 40]. Notably, differential privacy, a “noise addition”
framework, which is successfully used for anonymizing tabular data (instead of
more combinatorial models such as k-anonymity), incurs other difficulties applied
to anonymizing graphs [36, 40]. In conclusion, given the generality of background
knowledge an adversary may or may not have, graph anonymization remains a
chimerical target [33] and, thus, a universally best model is not available.

From a (parameterized) computational complexity perspective, the closest
work we are aware of in terms of graph problems is due to Mathieson and
Szeider [34] who provided a study on editing graphs to satisfy degree constraints.
In their basic model, each vertex is equipped with a degree list and the task is
to edit the graph such that each vertex achieves a degree contained in its degree
list. They studied the editing operations edge addition, edge deletion, and vertex
deletion, and achieved numerous parameterized tractability and intractability
results. Interestingly, on the technical side they also relied on the computation
of general factors in graphs (as we do) and they also studied kernelization, where
they left as most challenging open problem to extend their kernelization results
to cases that include vertex deletion and edge addition, emphasizing that the
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presence of edge additions is making their approach inapplicable. Earlier work
by Moser and Thilikos [35] studied the case of obtaining an r-regular graph by
vertex deletions.

Finally, we mention in passing that there is recent work on studying the
parameterized complexity of k-Anonymity on tabular data with numerous
tractability and intractability results [5, 6, 9, 17].

2. Preliminaries

Parameterized complexity. A parameterized problem is called fixed-parameter
tractable if there is an algorithm that decides any instance (I, k), consisting of
the “classical” instance I and a parameter k ∈ N0, in f(k) · |I|O(1) time, for some
computable function f solely depending on k.

A core tool in the development of fixed-parameter algorithms is polynomial-
time preprocessing by data reduction, called kernelization3 [4, 24, 29]. Here, the
goal is to transform a given problem instance (I, k) in polynomial time into an
equivalent instance (I ′, k′) whose size is upper-bounded by a function of k. That
is, (I, k) is a yes-instance if and only if (I ′, k′), k′ ≤ g(k), and |I ′| ≤ g(k) for some
function g. Thus, such a transformation is a polynomial-time self-reduction with
the constraint that the reduced instance is “small” (measured by g(k)). In case
that such a transformation exists, I ′ is called kernel of size g(k). Furthermore,
if g is a polynomial, then it I ′ is called a polynomial kernel.

Parameterized complexity theory also a hardness program (most prominently,
W[1]-hardness) that allows to show presumable fixed-parameter intractability.
One can show W[1]-hardness of a parameterized problem L by providing a param-
eterized reduction from a W[1]-hard problem (e.g. Independent Set parameter-
ized with the solution size) to L. A parameterized reduction from a parameterized
problem L to another parameterized problem L′ is a function that, given an
instance (I, k), computes in f(k) · |I|O(1) time an instance (I ′, k′) (with k′ ≤ g(k))
such that (I, k) ∈ L ⇔ (I ′, k′) ∈ L′. A W[1]-hard problem does not admit a
fixed-parameter algorithm, unless the widely believed conjecture FPT 6= W[1]
fails. We refer to the monographs [16, 20, 37] for more details on parameterized
complexity.

Graphs and k-anonymity. We use standard graph-theoretic notation. All graphs
studied in this paper are undirected and simple, that is, there are no self-loops
and no multi-edges. For a given graph G = (V,E) with vertex set V and edge
set E we set n := |V | and m := |E|. Furthermore, by degG(v) we denote the
degree of a vertex v ∈ V in G and ∆G denotes the maximum occurring vertex
degree in G. For 0 ≤ d ≤ ∆G let DG(d) := {v ∈ V | degG(v) = d} be the
block of degree d, that is, the set of all vertices with degree d in G. Thus, being
k-anonymous is equivalent to each block being of size either zero or at least k.

3It is well-known that a parameterized problem is fixed-parameter tractable if and only if it
has a kernelization.
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The complement graph of G is denoted by G := (V,E), E := {{u, v} | u, v ∈
V, {u, v} /∈ E}. The subgraph of G induced by a vertex subset V ′ ⊆ V is denoted
by G[V ′]. For an edge subset E′ ⊆ E, V (E′) denotes the set of all endpoints of
edges in E′ and G[E′] := (V (E′), E′). For a set S of edges with endpoints in a
graph G, we denote by G+ S the graph that results by inserting all edges in S
into G and we call S an edge insertion set for G. Thus, Degree Anonymity
is the question whether there is an edge insertion set S of size at most s such
that G+ S is k-anonymous. In this case S is called k-insertion set for G. We
omit subscripts if the graph is clear from the context.

3. Computational Hardness

In this section we provide two polynomial-time many-to-one reductions
yielding three (parameterized) hardness results: Degree Anonymity is

• NP-hard on 3-colorable graphs,

• NP-hard on graphs with H-index three (that is on graphs with at most
three vertices of degree more than three), and

• W[1]-hard with respect to s even if k = 2.

The problem is fixed-parameter tractable with respect to the maximum degree,
showing that a small maximum degree makes the problem easy. Interestingly,
the reduction given in the next proof contains exactly one vertex with degree
more than three, showing that one high-degree vertex is sufficient to make the
problem hard.

Theorem 1. Degree Anonymity is NP-hard on 3-colorable graphs and on
graphs with H-index three.

Proof. We give a reduction from the NP-hard Independent Set problem.

Independent Set [23, GT20]
Input: A graph G = (V,E) and a positive integer h.
Question: Is there an independent set V ′ ⊆ V of size |V ′| = h, that is, a

vertex subset of pairwise nonadjacent vertices?

We assume without loss of generality that in the given Independent Set
instance (G, h) it holds that |V | ≥ 2h + 1. We construct an equivalent in-
stance (G′ = (V ′, E′), k, s) for Degree Anonymity as follows. We start with
a copy G′ of G, denoting with v′ ∈ V ′ the copy of the vertex v ∈ V . Then,
for each vertex v ∈ V we add to G′ degree-one vertices adjacent to v′ such
that v′ has degree ∆G in G′. Finally, we add a star with ∆G + h− 1 leaves and
denote its central vertex c. We conclude the construction by setting k := h+ 1
and s :=

(
h
2

)
.

We prove the correctness of the reduction by showing that (G, h) is a yes-
instance of Independent Set if and only if (G′, k, s) is a yes-instance of Degree
Anonymity.
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“⇒:” Let I ⊆ V be an independent set in G with |I| = h. We show that
the edge set

(
I
2

)
is a solution for (G′, k, s): Since I is an independent set, none

of the edges in
(
I
2

)
is contained in G′. Furthermore, observe that G′ +

(
I
2

)
is

k-anonymous: There are three different degrees in the degree distribution of G′:
1, ∆G, and ∆G +h−1. Obviously, there are at least k degree-one and degree-∆G

vertices. Furthermore, the vertices with degree ∆G + h − 1 are all in I ∪ {c}.
Thus, there are |I|+ 1 = k vertices with degree ∆G + h − 1. Finally, observe
that |

(
I
2

)
| =

(
h
2

)
.

“⇐:” Let Es ⊆
(
V ′

2

)
be a solution to (G′, k, s) with |Es| = s. The following

degrees occur in G′: 1, ∆G, and ∆G + h− 1. Furthermore, observe that there is
exactly one vertex with degree ∆G + h− 1 in G′. In G′ + Es there must be at
least k− 1 = h further vertices of degree at least ∆G + h− 1 and, hence, each of
them has to have at least h− 1 incident edges in Es. Thus there are exactly h
such vertices, each incident to exactly h− 1 edges in Es. These h vertices form
an independent set of size h in G′ and, by construction, the h corresponding
vertices form an independent set of size h in G. This completes the proof of the
correctness of the reduction.

Independent Set is NP-hard on 3-colorable graphs [39, Lemma 6] and on
graphs with maximum degree three [23, GT20]. Clearly, if G is 3-colorable, then
G′ is 3-colorable as well. Furthermore, if G has maximum degree three, then
only the central vertex c has degree larger than three, implying that the H-index
of G′ is three.

The NP-hardness for constant H-index directly implies analogous NP-hardness
results for the prominent parameters average degree and degeneracy4. We next
prove W[1]-hardness for the “standard parameterization”, that is, the number of
edges s that are may be added.

Theorem 2. Degree Anonymity is W[1]-hard parameterized by the number
of inserted edges s, even if k = 2.

Proof. We give a parameterized reduction from the Multicolored Indepen-
dent Set problem.

Multicolored Independent Set
Input: A graph G = (V,E), an integer h, and a vertex coloring col : V →

{1, . . . , h}.
Question: Is there a multicolored independent set V ′ ⊆ V of size |V ′| = h,

that is, for every pair of vertices u, v ∈ V ′ it holds that col(u) 6=
col(v) and {u, v} /∈ E?

The W[1]-hardness of Multicolored Independent Set directly follows from
the W[1]-hardness of the Multicolored Clique problem [18]. We assume
without loss of generality that each color class contains at least three vertices.

4A graph G has degeneracy d if every subgraph of G (including G) contains a vertex of
degree at most d.
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Given a Multicolored Independent Set instance (G, h, col), we construct
an equivalent instance (G′ = (V ′, E′), k, s) for Degree Anonymity as follows.
We start with copying the graph G to G′. Then, for each vertex v ∈ V we add
in G′ degree-one vertices adjacent to v until v has degree h3 · col(v) + ∆G in G′.
Next we add h disjoint stars to G′—one for each color in {1, . . . , h}. The star
for color i has h3i+ ∆G + h− 1 leaves and its central vertex is denoted by wi.
We conclude the construction by setting k := 2 and s :=

(
h
2

)
.

We prove the correctness of the reduction by showing that (G, h, col) is a
yes-instance of Multicolored Independent Set if and only if (G′, 2, s) is a
yes-instance of Degree Anonymity.

“⇒:” Let I ⊆ V be a multicolored independent set in G with |I| = h. It is
easy to verify that Es =

(
I
2

)
is a k-insertion set for G′ of size |Es| = s =

(
h
2

)
.

“⇐:” Let S be a k-insertion set for G′ with |S| ≤ s. Observe that G′

contains h blocks DG′(h3i + ∆G + h − 1) for i ∈ {1, . . . , h} of size exactly
one. Since k = 2, this implies that |V (S)| ≥ h. Since for i ∈ {1, . . . , h} there
is no vertex in G′ with degree h3i + ∆G + h − 1 + j for any j ∈ {1, . . . , h2}
and s =

(
h
2

)
< h2, it follows that in order to get a vertex of the same degree as

wi, the set S must increase the degree of at least one vertex by at least h− 1. It
follows that such a vertex must have degree h3i+ ∆G in G′, there is one such
vertex for each i ∈ {1, . . . , h} in V (S), and each of them is incident to exactly
h − 1 edges of S. Due to the size of S this implies that |V (S)| = h and V (S)
is an independent set in G′ and, by construction, also in G. Furthermore, by
construction, V (S) is multicolored.

4. Polynomial Kernel for the Parameter Maximum Degree

In this main section of our work we provide a polynomial kernel with respect to
the parameter maximum degree ∆ (Theorem 4). To this end, we first analyze the
heuristic Liu and Terzi [31] proposed to solve Degree Anonymity. Basically,
this heuristic runs in three steps as follows (see Figure 2 for an example and
Section 4.2 for the technical details):

1. Compute the degree sequence of the given graph G.

2. k-anonymize the degree sequence.

3. Realize the k-anonymized degree sequence as a super-graph of G.

The heuristic may fail to find a solution if the anonymized degree sequence
computed in Step 2 cannot be realized in Step 3. However, in Section 4.2 we
show that if there is a “large” difference between the degree sequence and the
anonymized degree sequence, then there is always a realization of the anonymized
degree sequence. This leads, as the heuristic runs in polynomial time, to the
following win-win situation: For a given instance of Degree Anonymity, one
can either find a k-insertion set in polynomial time using the above approach, or
the solution—if existing—is “small” (containing less than (∆2 + 4∆ + 3)2 edges).
This win-win situation enables us to show that a polynomial kernel with respect
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1.⇒ 1,2,2,3
2.⇒ 3,3,3,3

3.⇒

input graph G degree “anonymized” “realized”
with k = 4 sequence degree degree

sequence sequence

Figure 2: Example for the three basic steps in the heuristic of Liu and Terzi [31]. Step 1:
Compute the degree sequence. Step 2. Anonymize the degree sequence (ignoring the graph),
that is, increase its numbers such that each resulting number occurs at least k times. Step 3.
Realize the anonymized degree sequence as super-graph of G.

to the combined parameter (∆, s) provided in Section 4.3 is indeed polynomial
only in ∆.

We begin, however, with presenting the main technical tool used in our work,
the so-called f-Factor problem.

4.1. The f -Factor problem

Degree Anonymity has a close connection to the polynomial-time solvable
f-Factor problem [32, Chapter 10]:

f-Factor
Input: A graph G = (V,E) and a function f : V → N0.
Question: Is there an f -factor, that is, a subgraph G′ = (V,E′) of G such

that degG′(v) = f(v) for all v ∈ V ?

The f-Factor problem can be solved in O(
√∑

v∈V f(v)|E|) time [22]. Using
f-Factor, one can reformulate Degree Anonymity as follows: Given an
instance (G, k, s), the question is whether there is a function f : V → N0 such
that the complement graph G contains an f -factor,

∑
v∈V f(v) ≤ 2s (every

edge is counted twice in the sum of degrees), and for all v ∈ V it holds that
|{u ∈ V | degG(u)+f(u) = degG(v)+f(v)}| ≥ k (the k-anonymity requirement).
As a warm-up, we use this formulation to make the following observation.

Observation 1. If k > n/2, then Degree Anonymity can be solved in O(n4)
time.

Proof. Observe that if k > n/2, then all vertices in the k-anonymous graph have
the same degree. Our polynomial-time algorithm is as follows: Branch in the
at most n possibilities for the degree d ≥ ∆ in the k-anonymous graph. Then
compute for each v ∈ V the value f(v) = d − degG(v). If 1/2 ·

∑
v∈V f(v) > s,

then return no. Otherwise determine whether there is an f -factor in G. If there
is an f -factor, then return yes (and return the set of edges in the f -factor as
solution set), otherwise return no.

As to the running time, observe that we solve at most n f-Factor instances.
Each instance can be solved in O(

√∑
v∈V f(v)|E|) = O(n3) time. Summing up,

the running time is bounded by O(n4).
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In the above reformulation of Degree Anonymity one looks for an f -factor
in the complement graph. Step 3 in Liu and Terzi’s heuristic [31] (see Figure 2)
can also be formulated as an f-Factor problem in the complement graph:
Realizing the k-anonymized degree sequence as super-graph of G is equivalent to
finding an f -factor in G, where f(v) captures the difference between the degree
of v in G and the corresponding number in the k-anonymized degree sequence.

As mentioned in the introduction of Section 4, we prove that under certain
conditions there exists a realization of the anonymized degree sequence (Step 3).
These conditions come from the following lemma guaranteeing the existence of
an f -factor.

Lemma 1 (Katerinis and Tsikopoulos [27]). Let G = (V,E) be a graph with
minimum vertex degree δ and let a ≤ b be two positive integers. Suppose further
that

δ ≥ b

a+ b
|V | and |V | > a+ b

a
(a+ b− 3).

Then, for any function f : V → {a, a+ 1, ..., b} where
∑

v∈V f(v) is even, G has
an f -factor.

As we are interested in an f -factor in the complement graph of our input
graph G, we use Lemma 1 with minimum degree δ ≥ n −∆ − 1, a = 1, and
b = ∆ + 2. Using the next corollary, we will later show that for a minimal
k-insertion set S with |V (S)| > ∆2 + 4∆ + 3, the maximum degree in G+ S is
at most ∆ + 2 (Lemma 2). This is the reason for setting b to ∆ + 2.

Corollary 1. Let G = (V,E) be a graph with n vertices, minimum degree n−
∆− 1, ∆ ≥ 1, and let f : V → {1, . . . ,∆ + 2} be a function such that

∑
v∈V f(v)

is even. If n ≥ ∆2 + 4∆ + 3, then G has an f -factor.

Proof. Set a := 1 and b := ∆ + 2. Since n ≥ ∆2 + 4∆ + 3 it follows that:

b

a+ b
n =

∆ + 2

∆ + 3
n ≤ n−∆− 1.

Furthermore,

a+ b

a
(b+ a− 3) = (∆ + 3)∆ = ∆2 + 3∆ < ∆2 + 4∆ + 3 = n

and, thus, all conditions of Lemma 1 are fulfilled.

4.2. A polynomial-time algorithm for “large”-solution instances

In this subsection we give an algorithm based on the approach of Liu and
Terzi [31] (see Figure 2) that, if a minimum-size k-insertion set S is “large”
compared to ∆, solves the given instance in polynomial time (Lemma 5). The
key point is to prove that in Step 3 there exists a realization of the anonymized
degree sequence, that is, the corresponding f -factor in the complement graph
exists (see previous subsection). To this end, we use Corollary 1 and therefore
have to ensure that its conditions are fulfilled, namely:
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1. The maximum function value is ∆ + 2.

2. There are at least ∆2 + 4∆ + 3 “affected” vertices, that is, vertices v ∈ V
such that f(v) > 0.

In the next lemma we show that a “large” minimum-size k-insertion set increases
the maximum degree by at most two implying the first condition. This further
implies that if a minimum-size k-insertion set contains more than (∆2 + 4∆ + 3)2

edges, also the second condition is satisfied.

Lemma 2. Let G = (V,E) be a graph and let S be a minimum-size k-insertion
set. If |V (S)| ≥ ∆2

G + 4∆G + 3, then the maximum degree in G + S is at
most ∆G + 2.

Proof. Let G be a graph with maximum degree ∆G and k be an integer. Let S
be a minimum-size edge set such that G + S is k-anonymous and suppose
that |V (S)| ≥ ∆2 + 4∆ + 3. Now assume towards a contradiction that the
maximum degree in G+S is at least ∆G + 3. We show that there exists an edge
set S′ such that G+ S′ is k-anonymous, |S′| < |S|, and G+ S′ has maximum
degree at most ∆G + 2, contradicting the minimality of S.

First we introduce some notation. Let f be a function f : V → N0 defined
as f(v) := degG+S(v)− degG(v) for all v ∈ V . Furthermore, denote with X the
set of all vertices having degree more than ∆G + 2 in G+ S, that is,

X := {v ∈ V | f(v) + degG(v) ≥ ∆G + 3}.

Observe that (V, S) is an f -factor of the complement graph G and 2|S| =∑
v∈V f(v). We now define a new function f ′ : V → N0 such that G contains an

f ′-factor denoted by G′ = (V, S′) such that G+ S′ is k-anonymous, |S′| < |S|,
and G+ S′ has maximum degree at most ∆G + 2.

We define f ′ for all v ∈ V as follows:

f ′(v) :=


f(v) if v /∈ X,
∆G − degG(v) + 1 if v ∈ X and f(v) + degG(v)−∆G − 1 is even,

∆G − degG(v) + 2 otherwise.

First observe that degG(v) + f ′(v) ≤ ∆G + 2 for all v ∈ V . Furthermore, observe
that f ′(v) = f(v) for all v ∈ V \X and for all v ∈ X it holds that f ′(v) < f(v)
and f(v) − f ′(v) is even. Thus,

∑
v∈V f(v) >

∑
v∈V f

′(v) and
∑

v∈V f
′(v) is

even. It remains to show that

(i) G contains an f ′-factor G′ = (V, S′) and

(ii) G+ S′ is k-anonymous.

To prove (i) let Ṽ := {v ∈ V | f ′(v) > 0}. Next, observe that from
the definition of X and f ′ it follows f(v) > 0 if and only if f ′(v) > 0 and

hence Ṽ = V (S). Furthermore, let G̃ := G[Ṽ ]. Observe that G̃ has minimum
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degree |Ṽ | −∆G − 1 and |Ṽ | = |V (S)| ≥ ∆2 + 4∆ + 3. Thus, the conditions

of Corollary 1 are satisfied and hence G̃ contains an f ′|Ṽ -factor G̃′ = (Ṽ , S′).

Here, f ′|Ṽ denotes f restricted to the domain Ṽ . By definition of Ṽ it follows

that G′ = (V, S′) is an f ′-factor of G.
To show (ii), assume towards a contradiction that G+S′ is not k-anonymous,

that is, there exists some vertex v ∈ V such that 1 ≤ |DG+S′(degG+S′(v))| < k.
Let d := degG+S(v) and d′ := degG+S′(v). Observe that d′ = degG(v) + f ′(v).
Thus, if v /∈ X, then by definition of f ′ it holds that d′ = degG(v) + f(v) =
d ≤ ∆G + 2. Hence, for all vertices u ∈ DG+S(d′) it follows that u /∈ X. Thus,
DG+S(d′) ⊆ DG+S′(d′) and since G+S is k-anonymous we have |DG+S′(d′)| ≥ k,
a contradiction. If v ∈ X, that is, d > ∆G +2, then |DG+S(d)| ≥ k since G+S is
k-anonymous. Furthermore, by the definitions of DG+S(d), f , and X we have for
all u ∈ DG+S(d) that degG(u)+f(u) = d, u ∈ X, and, thus, f ′(u)+degG(u) = d′.
Therefore, DG+S(d) ⊆ DG+S′(d′) and |DG+S′(d′)| ≥ k, a contradiction.

Note that the bound provided in Lemma 2 is tight: Consider a cycle with 2`+1
vertices plus two additional adjacent vertices with degree one. By setting k := |V |
we ensure that the k-anonymized graph is regular. Observe that adding any
k-insertion set ends up with a graph of maximum degree at least four.

Next, we formalize the anonymization of degree sequences. A multiset of
positive integers D = {d1, . . . , dn}, that corresponds to the degrees of all vertices
in a graph is called degree sequence. A degree sequence D is k-anonymous if
each number in D occurs at least k times in D. Clearly, the degree sequence
of a k-anonymous graph G is k-anonymous. Moreover, if a graph G can be
transformed by at most s edge insertions into a k-anonymous graph, then the
degree sequence of G can be transformed into a k-anonymous degree sequence by
increasing the integers by no more than 2s in total (clearly, in the other direction
this fails in general because of the graph structure). As we are only interested in
a degree sequence corresponding to a graph of a Degree Anonymity instance
where s is large, by Lemma 2 we can require the integers in a k-anonymous
degree sequence to be upper-bounded by ∆ + 2.

k-Degree Sequence Anonymity (k-DSA)
Input: Two positive integers k and s, and a degree sequence D =

{d1, . . . , dn} with d1 ≤ d2 ≤ . . . ≤ dn and ∆ = dn.
Question: Is there a k-anonymous degree sequence D′ = {d′1, . . . , d′n} with

di ≤ d′i and max1≤i≤n d
′
i ≤ ∆ + 2 such that

∑n
i=1 d

′
i − di = 2s?

Observe that we require that the “cost” of anonymizing the degree sequence D
is exactly 2s and not at most 2s. This is due to the fact that we only can
transfer “large” solutions of k-Degree Sequence Anonymity to Degree
Anonymity, as we will show later. In particular, if we allowed the cost of
the solution to be at most 2s, then we could always get “small” solutions to
k-Degree Sequence Anonymity, which actually might not be realized in the
graph. Note that, due to the degree upper bound of ∆ + 2 and the required cost
of exactly 2s, k-Degree Sequence Anonymity is a modified variant compared
to the original degree anonymization problem used in Liu and Terzi [31]. Hence,
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we need to slightly modify their dynamic programming-based approach to prove
that k-Degree Sequence Anonymity is polynomial-time solvable.

Lemma 3. k-Degree Sequence Anonymity can be solved in O(nsk∆) time.

Proof. We slightly adapt a dynamic programming algorithm provided by Liu
and Terzi [31, Section 4] and Chester et al. [12, Section 6.2.2].

The dynamic programming uses a single table T with a boolean entry T [i, j]
for every i ∈ {1, . . . , n} and j ∈ {0, . . . , 2s}. The entry T [i, j] is true if and only
if there is a k-anonymous sequence d′1, . . . , d

′
i with d′t ≥ dt for all t ∈ {1, . . . , i}

and the cost
∑i

t=1 d
′
t−dt of the anonymization is exactly j. Thus, T [n, 2s] stores

the answer to the k-Degree Sequence Anonymity problem.
Obviously, for i < k we have T [i, j] := false for all j as there is no k-anony-

mous sequence with less than k numbers. To fill the rest of the table with
increasing i, we use for 1 ≤ a ≤ b ≤ n and a positive integer d the function
cost(a, b, d) :=

∑b
t=a d− dt (the cost of increasing da, . . . , db up to d).

For k ≤ i < 2k we set T [i, j] to true if and only if there is a d ∈ {di, . . . ,∆+2}
such that j = cost(1, i, d). We next prove the correctness of this assignment:
Clearly, the corresponding sequence d′1 = · · · = d′i = d is k-anonymous. In the
reverse direction, from i < 2k it follows that d′1 = · · · = d′i for each k-anonymous
sequence d′1, . . . , d

′
i. Hence, the entry T [i, j] is computed correctly in this case.

For i ≥ 2k we set T [i, j] to true if and only if there are ` ∈ {k, . . . , 2k − 1}
and d ∈ {di, . . . ,∆ + 2} such that T [i− `, j − cost(i− `+ 1, i, d)] = true. We
next prove that this assignment is correct. In the first direction, corresponding
to T [i− `, j − cost(i− `+ 1, i, d)] let d′1, . . . , d

′
i−` be a k-anonymous sequence for

d1, . . . , di−` with anonymization cost j − cost(i− `+ 1, i, d). Then, since d ≥ di
the sequence

d′1, . . . , d
′
i−`, d, . . . , d︸ ︷︷ ︸

`

is a k-anonymous sequence of cost j for d1, . . . , di. In the other direction, let
d′1, . . . , d

′
i be a k-anonymous sequence for d1, . . . , di with anonymization cost j.

Denote by ` the largest integer such that d′i−` = · · · = d′i. Since the sequence is
k-anonymous ` is at least k and if ` ≥ 2k, then set ` := k. It follows that the
sequence d′1, . . . , d

′
i−` is k-anonymous and hence T [i−`, j−cost(i−`+1, i, d′i)] =

true. From this and since ∆ + 2 ≥ d′i ≥ di it follows that the entry T [i, j] is
computed correctly.

As each of the recurrences only depends on at most k · (∆ + 2) other entries
of the table and the table has n(2s+ 1) entries, the algorithm runs in O(nsk∆)
time. It is easy to modify the algorithm to output the appropriate k-anonymous
sequence in the same running time.

We now have all ingredients to solve Degree Anonymity in polynomial
time in case it has a “large” minimum-size k-insertion set. The basic process is
as follows (see Algorithm 1 for the pseudocode): Given an instance (G, k, s) of
Degree Anonymity first compute the degree sequence D of G. Then, search a
“large” solution for (D, k, s), that is a solution of size i, (∆2 + 4∆ + 3)2 ≤ i ≤ s.
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Algorithm 1 Pseudocode of an algorithm that, given an instance (G, k, s) of
Degree Anonymity, either finds a k-insertion set of size at most s for G or
decides that the size of a minimum k-insertion set for G is not between (∆2 +
4∆ + 3)2 and s.

1: procedure searchForLargekInsertionSet(G = (V,E), k, s)
2: D ← degree sequence of G
3: j ← −1
4: i← (∆2 + 4∆ + 3)2

5: while j = −1 and i ≤ s do
// find minimum j s.t. (D, k, j) is a yes-instance of k-DSA

6: if (D, k, i) is a yes-instance of k-DSA then // see Lemma 3
7: j ← i
8: D′ ← solution for (D, k, i)
9: else

10: i← i+ 1

11: if j = −1 then // no k-insertion set of size between (∆2 + 4∆ + 3)2 and s
12: return ‘NO’
13: else // (G, k, s) is a yes-instance; the algorithm now computes a solution
14: for all vi ∈ V do
15: f(vi)← d′i − degG(vi) // f(vi) =̂ number of new incident edges

16: G′ = (V, S)← f -factor of G
17: return S

If there is such a large solution for the k-Degree Sequence Anonymity
instance, then the next lemma states that this solution can be transferred to the
Degree Anonymity instance.

Lemma 4. Let (G, k, s) be an instance of Degree Anonymity. If the size
of a minimum-size k-insertion set is at least (∆2 + 4∆ + 3)2, then Algorithm 1
decides (G, k, s) in polynomial time. Furthermore, if Algorithm 1 returns an edge
set S, then S is a k-insertion set of size |S| ≤ s.

Proof. We first show that if Algorithm 1 returns an edge set S, then S is a
k-insertion set. Let S be an edge insertion set returned by the algorithm. First,
observe that |S| ≤ s due to the while loop in Line 5. Since in Line 16 the
algorithm determines an f -factor in G it follows that S ∩ E = ∅. Furthermore,
(D, k, |S|) is a yes-instance. Thus, by construction of f , it follows that G + S
is k-anonymous. Putting all this together implies that S is a k-insertion set of
size |S| ≤ s and, hence, (G, k, s) is a yes-instance.

Now, let S be the minimum k-insertion set of size |S| ≥ (∆2 + 4∆ + 3)2

and |S| ≤ s. We show that Algorithm 1 returns a k-insertion set. Observe
that for any edge set S of size at least (∆2 + 4∆ + 3)2 it holds that |V (S)| >√

(∆2 + 4∆ + 3)2 = ∆2 + 4∆ + 3. Thus, by Lemma 2, since S is minimum,
G + S has maximum degree ∆ + 2. Let D be the degree sequence of G. As
already discussed before, the degree sequence D′ of G + S is a solution for
k-Degree Sequence Anonymity. Thus, (D, k, |S|) is a yes-instance of k-De-
gree Sequence Anonymity. Hence, after leaving the while-loop in Line 5 it
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holds that j ≤ |S| and D′ is the corresponding k-anonymous degree sequence.
By definition, D′ has a maximum degree of at most ∆ + 2. Hence, there
are at least (∆2 + 4∆ + 3)2/(∆ + 2) > ∆2 + 4∆ + 3 integers in D that have
been increased to get D′. Thus, for the function f computed in Line 15 it holds
that |{v ∈ V | f(v) > 1}| > ∆2+4∆+3. Since G has minimum degree |V |−∆−1,
if follows from Corollary 1 that G contains an f -factor. Thus, in Line 16 an
f -factor G′ = (V, S) is found and the algorithm returns a k-insertion set.

Recall that f-Factor can be solved in O(
√∑

v∈V f(v)|E|) time [22]. To-
gether with Lemma 3, this implies that Algorithm 1 runs in polynomial time.
Hence, Lemma 4 essentially shows that Degree Anonymity can be decided in
polynomial time when a minimum-size k-insertion sets is large. If a minimum-
size k-insertion set is not large, then, since any k-insertion set for G of size
j ≤ s directly implies that (D, k, j) is a yes-instance for k-Degree Sequence
Anonymity, it follows that we can bound the parameter s by a function in ∆,
as stated in the next lemma stating the mentioned win-win situation.

Lemma 5. There is an algorithm running in O(ns2k∆) time that given an
instance (G, k, s) of Degree Anonymity returns ‘YES’ or ‘NO’. If it answers
‘YES’, then (G, k, s) is a yes-instance. If it returns ‘NO’, then (G, k, s) is a
yes-instance if and only if (G, k,min{(∆2 + 4∆ + 3)2, s}) is a yes-instance.

Proof. The algorithm is obtained by replacing the Lines 14 to 17 of Algorithm 1
with “return ‘YES’ ”. If the algorithm returns ‘YES’, then, by Lemma 4, the
input instance (G, k, s) is a yes-instance. If the algorithm returns ‘NO’, then
consider the following two cases. Let S be a minimum-size k-insertion set.

Case 1 |S| ≥ (∆2 + 4∆ + 3)2: As the algorithm returns ‘NO’, it follows from
Lemma 4 that the given instance (G, k, s) is a no-instance (thus s < |S|).
Hence, also (G, k,min{(∆2 + 4∆ + 3)2, s}) is a no-instance.

Case 2 |S| < (∆2 + 4∆ + 3)2: If s < |S|, then s < (∆2 + 4∆ + 3)2 and, thus,
(G, k, s) as well as (G, k,min{(∆2 + 4∆ + 3)2, s}) are no-instances. Con-
versely, if s > |S|, then min{(∆2 + 4∆ + 3)2, s} > |S| and, hence, (G, k, s)
as well as (G, k,min{(∆2 + 4∆ + 3)2, s}) are yes-instances. Hence, it holds
that (G, k, s) is a yes-instance if and only if (G, k,min{(∆2 + 4∆ + 3)2, s})
is a yes-instance.

As to the running time, observe that the algorithm runs in O(ns2k∆) time:
The algorithm basically solves at most s instances of k-Degree Sequence
Anonymity which requires O(ns2k∆) time, see Lemma 3, and then returns
‘YES’ or ‘NO’.

We remark that Algorithm 1, constructing a solution if found, runs in O(n3 +
ns2k∆) time: The first part of deciding whether there exists a large solution
runs in O(ns2k∆), see Lemma 5. Then, computing an f -factor in G is doable

in O(
√∑

v∈V f(v)|E|) time [22], that is, O(n2
√
n2) = O(n3) time.
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4.3. Polynomial kernel

In this subsection we first show a kernel with respect to the combined
parameter (∆, s) and then use Lemma 5 to show that this kernel is polynomial
only in ∆. Our kernelization algorithm is based on the following observation.
For a given graph G, consider for some 1 ≤ i ≤ ∆ the block DG(i), that is, the
set of all vertices of degree i. If DG(i) contains many vertices, then the vertices
are “interchangeable”:

Observation 2. Let (G, k, s) with graph G = (V,E) be an instance, let S be a
k-insertion set for G with |S| ≤ s, and let v ∈ V (S) ∩DG(i) be a vertex such
that |DG(i)| > (∆ + 2)s. Then there exists a vertex u ∈ DG(i) \ V (S) such that
replacing in S every edge {v, w} by {u,w} results in a k-insertion set for G.

Proof. Since |S| ≤ s, the vertex v can be incident to at most s edges in S.
Denoting the set of these edges by Sv, one obviously can replace v by u ∈ DG(i)
if u is non-adjacent to all vertices in V (Sv) \ {v} (this allows to insert all edges)
and u /∈ V (S) (no block in G + S does change its size). However, as V (S)
contains at most 2s vertices from DG(i) and each of the at most s vertices in
V (Sv)\{v} has at most ∆ neighbors in G, it follows that such a vertex u ∈ DG(i)
exists if |DG(i)| > (∆ + 2)s.

By Observation 2, in our kernel we only need to keep at most (∆+2)s vertices
in each block: If in an optimal k-insertion set S there is a vertex v ∈ V (S) that
we did not keep, then by Observation 2 we can replace v by some vertex we
kept. There are two major problems that need to be fixed to obtain a kernel:
First, when removing vertices from the graph, the degrees of the remaining
vertices change. Second, k might be “large” and, thus, removing vertices (during
kernelization) in one block may breach the k-anonymity constraint. To overcome
the first problem we insert some “dummy-vertices” which are guaranteed not to
be contained in any k-insertion set. To solve the second problem, however, we
need to adjust the parameter k as well as the number of vertices that we keep
from each block.

Details of the Kernelization Algorithm. We now explain the kernelization algo-
rithm in detail (see Algorithm 2 for the pseudocode). Let (G, s, k) be an instance
of Degree Anonymity. For brevity we set β := (∆ + 4)s+ 1. We compute in
polynomial time an equivalent instance (G′, k′, s) with at most O(∆3s) vertices:
First set k′ := min{k, β} (Line 4). We arbitrarily select from each block DG(i) a
certain number x of vertices and collect all these vertices into the set A (Line 14).
To cope with the above mentioned second problem, the “certain number” is
defined in a case distinction on the value of k (see Lines 5 to 14). Intuitively, if k
is large then we distinguish between “small” blocks of size at most 2s and “large”
blocks of size at least k− 2s. Obviously, if there is a block which is neither small
nor large, then the instance is a no-instance (see Line 7). Thus, in the kernel
we keep for small blocks the “distance to size zero” and for large blocks the
“distance to size k”. Furthermore, in order to distinguish between small and large
blocks it is sufficient that k′ > 4s. However, to guarantee that Observation 2
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Algorithm 2 The pseudocode or the algorithm computing a polynomial kernel
with respect to (∆, s).

1: procedure producePolyKernel(G = (V,E), k, s)
2: if |V | ≤ ∆(β + 4s) then // β is defined as β := (∆ + 4)s+ 1
3: return (G, k, s)

4: k′ ← min{k, β}; A← ∅
5: for i← 1 to ∆ do
6: if 2s < |DG(i)| < k − 2s then
7: return trivial no-instance // insufficient budget for DG(i)

8: if k ≤ β then // determine retained vertices
9: x← min{|DG(i)|, β + 4s} // keep at most β + 4 vertices

10: else if |DG(i)| ≤ 2s then // “small” block
11: x← |DG(i)| // keep all vertices (“distance to size zero”)
12: else // “large” block and k′ = β
13: x← k′ + min{4s, (|DG(i)| − k)} // keep “distance to size k”.

14: add x vertices from DG(i) to A

15: G′ := G[A]
16: for each v ∈ A do // add vertices to preserve degree of retained vertices
17: add to G′ degG(v)− degG′(v) many degree-one vertices adjacent to v

18: denote with P the set of vertices added in Line 17
19: by adding matched pairs of vertices, ensure that |P | ≥ max{4∆ + 4s+ 4, k′}
20: if ∆ + s+ 1 is even then
21: GF = (P,EF )←(∆ + s+ 1)-factor in G′[P ]
22: else
23: GF = (P,EF )←(∆ + s+ 2)-factor in G′[P ]

24: G′ ← G′ + EF

25: return (G′, k′, s)

is applicable, the case distinction is a little bit more complicated, see Lines 5
to 14. The idea is to take enough vertices from each block into A such that
we can guarantee that any solution on G can be transformed to G′ and vice
versa. Intuitively, for this it is enough to select 2s vertices from each block, as
no solution can “affect” more vertices.

In Line 15 we start building G′ by first copying G[A] into it. Next, adding
a pendant vertex to v means that we add a new vertex to G′ and make it
adjacent to v. For each v ∈ A we add pendant vertices to v to ensure that
degG′(v) = degG(v) (Line 17). The vertices of A stay untouched in the following.
Denote the set of all pendant vertices by P . Next, we add enough pairwise
adjacent vertices to P to ensure that |P | ≥ max{k′, 4∆ + 4s + 4} (Line 19).
Hence, |P | ≤ max{|A| ·∆, k′, 4∆ + 4s+ 4}+ 1. To avoid that vertices in P help
to anonymize the vertices in A we “shift” the degree of the vertices in P (see
Lines 20 to 24): We add edges between the vertices in P to ensure that the
degree of all vertices in P is ∆ + s+ 2 (when ∆ + s+ 1 is even) or ∆ + s+ 3
(when ∆ + s+ 2 is even). For the ease of notation let χ denote the new degree
of the vertices in P . Observe that before adding edges all vertices in P have
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degree one in G′. Thus, the minimum degree in G′[P ] is |P | − 2. Furthermore,
for each v ∈ P we denote by f(v) the number of incident edges v requires to
have the described degree. It follows that f(v) is even and hence

∑
v∈P f(v) is

even. Hence setting a = b := χ fulfills all conditions of Lemma 1. Thus, the
required f -factor exists and can be found in O(|P |2

√
|P |(∆ + s)) time [22]. This

completes the description of the kernelization algorithm.
The key point of the correctness of the kernelization is to show that without

loss of generality, no k-insertion set S for G′ of size |S| ≤ s affects any vertex
in P . This is ensured by “shifting” the degree of all vertices in P by s+ 1 (or
s + 2), implying that none of the vertices in A can “reach” the degree of any
vertex in P by adding at most s edges. Hence each block either is a subset of A
or of P . We now prove that we may assume that an edge insertion set does
not affect any vertex in P . All what we need to prove this is the fact that A
contains at least β + 4s vertices from at least one block in G. Observe that this
is ensured by the condition in Line 2.

Lemma 6. Let (G, k, s) be an instance of Degree Anonymity and let (G′, k′, s)
be the instance computed by Algorithm 2. If there is a k-insertion set S for G′

with |S| ≤ s, then there is also a k-insertion set S′ for G′ with |S′| = |S| such
that V (S′) ∩ P = ∅.

Before proving Lemma 6, we introduce the term “co-matching” and prove an
observation concerning its existence. A graph G = (V,E) contains a co-matching
of size ` if the complement graph G contains a matching of size `, that is, a subset
of ` non-overlapping edges of G. A perfect co-matching of G is a co-matching of
size |V |/2. We prove the following observation that shows sufficient conditions
for the existence of co-matchings.

Observation 3. Let G = (V,E) be a graph and let V ′ ⊆ V be a vertex subset
such that |V ′| ≥ 2∆ + 1 and |V ′| is even. Then, G[V ′] contains a perfect
co-matching.

Proof. Since |V ′| ≥ 2∆ + 1, it follows that in G[V ′] every vertex has degree at
least |V ′| −∆ ≥ |V ′|/2. Hence, using Dirac’s Theorem [15], it follows that G[V ′]
contains a Hamiltonian cycle C. If |V ′| is even, then taking every second edge
of C results in a perfect matching.

We now can prove Lemma 6.

Proof of Lemma 6. Let S be a k-insertion set S for G′ with |S| ≤ s and V (S)∩
P 6= ∅. As each block in G′ + S is either a subset of A or of P , it follows from
V (S) ∩ P 6= ∅ that |V (S) ∩ P | ≥ k. Additionally, as S can affect at most 2s
vertices and A contains at least β+4s vertices from at least one block, say DG(i).
It follows that block DG′+S(i) contains at least β + 2s unaffected vertices.

We next restructure S in order to get a k-insertion set fulfilling the claimed
properties. For this, one has to exchange all edges in S containing at least one
endpoint from P . We start with those edges in S having only one endpoint in P .
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Let AP ⊆ V (S)∩A be all vertices in A that are incident to some edge in S with
the second endpoint in P . For each v ∈ AP we select |(NG′+S(v) \NG′(v)) ∩ P |
vertices among the unaffected vertices from DG′+S(i) and replace each edge
in S from v to some vertex in P (there are exactly |(NG′+S(v) \NG′(v)) ∩ P |
many) by an edge from v to one of the selected vertices (each unaffected vertex
in DG′+S(i) is only used once). Note that this is always possible since each
vertex v has at most ∆ neighbors among the unaffected vertices in DG′+S(i),
since there are at least s+ ∆ + 1 unaffected vertices in DG′+S(i), and since there
can be at most s edges in S that are replaced in this way.

Note that, after having exchanged all edges in S with one endpoint in P ,
DG′+S(i) contains still at least β + 2s > 2∆ + 2s unaffected vertices. Thus, by
Observation 3, there exists a co-matching of size exactly |S| ≤ s among the
unaffected vertices in DG′+S(i). Exchanging each edge in S with two endpoints
in P by an edge in this matching yields the following: All vertices in P are
unaffected. Hence, the block containing all vertices from P is of size at least k.
Additionally, we increased for at least k vertices the degree from i to i + 1,
thus |DG′+S(i+ 1)| ≥ k. As the block DG′+S(i) still contains at least k vertices
after restructuring, it follows that G′ + S is k-anonymous.

Based on Lemma 6 we now prove the correctness of our kernelization algo-
rithm.

Lemma 7. If the instance (G′, k′, s) constructed by Algorithm 2 is a yes-instance,
then (G, k, s) is a yes-instance.

Proof. First, observe that if k ≤ β, then k′ = k and each edge insertion set
that makes G′ k-anonymous also makes G k-anonymous as all blocks with less
than β + 4s vertices remain unchanged. Hence, assume that k > β and, thus,
k′ = β < k.

Let S′ be an edge insertion set with |S′| ≤ s such that G′+S′ is k-anonymous
and S′∩P = ∅ (see Lemma 6). To prove that G+S′ is also k-anonymous, assume
towards a contradiction that there is a block DG+S′(j) with 0 < |DG+S′(j)| < k.
We associate two numbers dGi (j), dGo (j) to S′ with respect to G where dGi (j) is
the number of vertices in DG+S′(j) but not in DG(j) and dGo (j) is the number
of vertices in DG(j) but not in DG+S′(j). Defining the numbers analogously
for G′, it holds that dGi (j) = dG

′

i (j) and dGo (j) = dG
′

o (j).

If |DG′+S′(j)| = 0, then dG
′

o (j) = |DG′(j)| ≤ 2s and dG
′

i (j) = 0. By Line 11
this implies DG+S′(j) = ∅. Consider the remaining case, that is, |DG′+S′(j)| ≥ k′.
If |DG(j)| ≥ k+ 2s, then |DG+S′ |(j) ≥ k. Otherwise |DG′(j)| = k′+ |DG(j)|−k
by Line 13. But then we have

0 ≤ |DG′+S′(j)| − k′ = |DG′(j)|+ dG
′

i (j)− dG
′

o (j)− k′ =

= |DG(j)|+ dGi (j)− dGo (j)− k = |DG+S′(j)| − k.

and, hence, |DG+S′(j)| ≥ k.

Lemma 8. If (G, k, s) is a yes-instance, then the instance (G′, k′, s) constructed
by Algorithm 2 is a yes-instance.
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Proof. Recall that k′ = min{k, β} = min{k, (∆+4)s+1}. Let S be a k-insertion
set for G of size at most s. We now show how to construct a k′-insertion set S′

for G′ of size at most s. If V (S) \ A 6= ∅, then we do the following to ensure
V (S) ⊆ A. We initialize S1 := S. Observe that for each vertex v ∈ V (S) \A it
holds that |DG(degG(v)) ∩ A| ≥ β − 2s > (∆ + 2)s. Hence, by Observation 2,
there exists a vertex u ∈ DG(degG(v))∩A such that the set S2 resulting from S1

by replacing v with u, formally, S2 := S1 ∪ {{u,w} | {v, w} ∈ S1} \ {{v, w} |
{v, w} ∈ S1}, is also a k-insertion set for G. Note that V (S2) has larger overlap
with A as V (S1), more precisely, |V (S2) ∩A| = |V (S1) ∩A|+ 1. By iteratively
applying this procedure we end up with a k-insertion set S′ for G with V (S′) ⊆ A.

We next show that G′+S′ is k′-anonymous. Observe that if k ≤ β, then k = k′

and all blocks in G′ with less than β + 4s > k + 2s vertices remained unchanged
during the kernelization (see Line 9). Hence, all these blocks fulfill the k-
anonymity requirement in G′+S′. Furthermore, all blocks with more than k+2s
vertices in G also contain more than k + 2s vertices in G′ and more than k
vertices in G′ + S′. Thus, G′ + S′ is k′-anonymous.

Now assume that k > β and, thus, k′ = β. Assume towards a contradiction
that there is a block with 0 < |DG′+S′(i)| < k′. Observe that if |DG′(i)| ≤ 2s,
then also |DG(i)| ≤ 2s, thus DG′(i) = DG(i) (see Line 11) and DG′+S′(i) =
DG+S′(i), a contradiction to the assumption that G+S′ is k-anonymous. Hence,
consider the case |DG′(i)| ≥ 2s and, thus, |DG(i)| ≥ k − 2s and |DG′(i)| =
β + min{4s, (|DG(i)| − k)} (see Line 13). Observe that |DG′+S′(i)| − |DG′(i)| =
|DG+S′(i)| − |DG(i)| and, thus,

|DG′+S′(i)| = (|DG+S′(i)| − |DG(i)|) + |DG′(i)|. (1)

Furthermore, observe that |DG+S′(i)| − |DG(i)| ≥ −2s and |DG+S′(i)| ≥ k. We
now distinguish the two cases |DG(i)|− k ≥ 4s and |DG(i)|− k < 4s. In the first
case it follows that |DG′(i)| = β + 4s and, hence, from Equation (1) it follows

|DG′+S′(i)| ≥ −2s+ β + 4s > k′,

a contradiction. In the second case it follows that |DG′(i)| = β + |DG(i)| − k
(see Line 13), and from Equation (1) we conclude that

|DG′+S′(i)| ≥ k − |DG(i)|+ β + |DG(i)| − k = β = k′,

a contradiction.

From Lemma 8 and Lemma 7 it follows that the kernelization algorithm is
correct. It is not hard to see that the size of the computed instances is bounded
by a polynomial in ∆ and s, leading to the following.

Theorem 3. Degree Anonymity admits a kernel with O(∆3s) vertices. The
kernelization runs in O(∆8s3 + ∆2sn) time.

Proof. The kernel is computed by Algorithm 2. The correctness of the kerneliza-
tion algorithm follows from Lemma 8 and Lemma 7. Observe that each block in A
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has size at most β + 4s (see Lines 9, 11 and 13). Thus, |A| = O(∆β) = O(∆2s).
Furthermore, the set P contains at most max{∆|A|, k′, 4s + 4∆ + 1} vertices
(see Lines 17 to 19). Thus, |P | = O(∆3s) and, hence, the reduced instance
contains O(∆3s) vertices.

It remains to show the running time. To this end, using bucket sort, one
can sort the n vertices by degree in O(n) time. Furthermore, in the same
time one can create ∆ lists—each list containing the vertices of some degree i,
1 ≤ i ≤ ∆. Then, the selection of the O(∆2s) vertices of A can be done
in O(∆2sn) time. Clearly, adding the vertices in P can be done in O(∆3s) time.
Finally, as P contains O(∆3s) vertices and an ∆+s+1-factor inG[P ] can be found
in O(|P |2

√
|P |(∆ + s)) time [22], Algorithm 2 runs in O(∆6s2

√
∆3s(∆ + s) +

∆2sn) = O(∆8s3 + ∆2sn) time.

By Lemma 5 it follows that in O(ns2k∆) time we can either decide the
instance or we have s ≤ (∆2 + 4∆ + 3)2. By Theorem 3 this implies our main
result—a polynomial kernel with respect to the maximum degree.

Theorem 4. Degree Anonymity admits an O(∆7)-vertex kernel. The ker-
nelization runs in O(∆8s3 + (sk + ∆)∆sn) time.

5. Fixed-Parameter Algorithm for the Parameter Maximum Degree

Theorem 4 already implies that Degree Anonymity is fixed-parameter-
tractable with respect to the parameter maximum degree. In this section,
however, we provide a faster, direct combinatorial algorithm for the combined
parameter (∆, s) and, by Lemma 5, also for the parameter ∆.

Roughly speaking, for fixed k-insertion set S the algorithm branches into all
suitable structures of G[S], that is, graphs of at most 2s vertices with vertex labels
from {1, . . . ,∆}. Then the algorithm checks whether the respective structure
occurs as a subgraph in G such that the labels on the vertices match the degree
of the corresponding vertex in G.

Theorem 5. Degree Anonymity can be solved in s(6s2∆2)2s · nO(1) time.

Proof. Let (G, k, s) be an instance of Degree Anonymity. Let S be a k-in-
sertion set S of size at most s and consider the graph G[S] that is induced by
the edges in S. Clearly, G[S] contains at most 2s vertices and we label each
vertex with its initial degree (some vertices might have the same label). Roughly
speaking, we branch into all possibilities for the structure (label of vertices and
which “labels” are connected by an edge) of the graph G[S] and then try to find
the structure as a subgraph in G.

More specifically, we first branch into all possibilities to first choose the right
number of edges and vertices in G[S]. We then branch into all possibilities to
choose for each vertex its label, that is, its degree inG. Note that there are at most
∆2s possibilities. Finally, we branch into the at most

(
2s
2

)s ≤ 4ss2s possibilities
to choose pairs of vertices that are connected by an edge from S. Denote the
guessed graph by GS . Clearly, if GS corresponds to G[S], then G contains GS .
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We now give an algorithm that finds the subgraph GS in G if it exists. First,
note that there are at most 2s vertices in GS and each of them has degree at
most ∆ in G. Hence, if a block DG(d) has size at least (2s− 1)∆ + 2s, then it is
always possible to choose a vertex from DG(d) that is non-adjacent to all vertices
in a size-at-most-(2s− 1) vertex subset where at most s edges have been added.
Thus we first can ignore vertices in Gs labeled with d where |DG(d)| ≥ 3s∆. For
all other vertices we branch again into the at most

(
3s∆
2s

)
≤ (3s∆)2s possibilities

to choose them from the “small” blocks. Afterwards we greedily add the required
vertices from the blocks of size at least 3s∆ such that they are non-adjacent to
the vertices chosen before. As this can be done in polynomial time, the algorithm
runs overall in s ·∆2s · 4ss2s · (3s∆)2s · nO(1) = s(6s2∆2)2s · nO(1) time. The
correctness of the algorithm follows from the exhaustive search.

Note that due to the upper bound s < (∆2 + 4∆ + 3)2 (see Lemma 5) and
the polynomial kernel for the parameter ∆ (see Theorem 4), Theorem 5 also
provides the following.

Corollary 2. Degree Anonymity can be solved in ∆O(∆4) + nO(1) time.

6. Conclusion

One of the grand challenges of theoretical research on computationally hard
problems is to gain a better understanding of when and why heuristic algorithms
work [26]. In this theoretical study, we contributed to a better theoretical
understanding of a basic problem in graph anonymization, on the one side
partially explaining the quality of a successful heuristic approach [31] and on the
other side providing a first step towards a provably efficient algorithm for relevant
special cases (bounded-degree graphs). Our work just being one of the first steps
in the so far underdeveloped field of studying the computational complexity of
graph anonymization [12], there are numerous challenges for future research.
First, our focus was on classification results rather than engineering the upper
bounds, a natural next step to do. Notably, some algorithm engineering efforts
based on our theoretical work showed recently some promising (partially heuristic)
results [25]. Second, it would be interesting to perform a data-driven analysis of
parameter values on real-world networks in order to gain parameterizations that
can be exploited in a broad-band multivariate complexity analysis [19, 28, 38]
of Degree Anonymity. Finally, with Degree Anonymity we focused on a
very basic problem of graph anonymization; there are numerous other models
(partially mentioned in the introductory section) that ask for similar studies.
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