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Abstract

We study NP-hard graph modification problems on directed graphs where arcs are added
to satisfy certain degree constraints. More specifically, we are studying two problems,
both of which are asking whether it is possible to insert at most k arcs into an exis-
ting graph. After inserting the arcs, the out-degrees and the in-degrees of all vertices
must be in a set of allowed degree values where r is the largest allowed degree. We ask
whether known preprocessing results for undirected graphs [Fro+14] are also applicable
for directed graphs. First, we define two variants of the problem on directed graphs and
then show that this question can be answered in the affirmative for both of them. Our
methods revolve around dropping the graph structure and solving the problem on the
degree sequence. By doing so we can transform the graph problem into a flow network
problem whose flow directly translates into the solution for the graph problem. We show
that the directed problem admits a problem kernel containing O(r*) vertices which is
a smaller kernel compared to the existing O(r®)-vertex kernel for the undirected case.
The kernel for the directed case is computable in O(n(n + r)) time. In the end, we also
highlight the hurdles when trying to utilize our methods to reduce the kernel size for the
undirected case.

Zusammenfassung

In dieser Arbeit beschéftigen wir uns mit Problemen, bei denen einem gerichteten Gra-
phen bis zu k£ Kanten hinzugefiigt werden. Nach dem Hinzufiigen der Kanten miissen
sowohl der Eingangs- als auch der Ausgangsgrad aller Knoten in einer erlaubten Menge
von spezifizierten Werten liegen. Dabei wird der gréfite Grad durch den Parameter r
limitiert. Wir beweisen, dass diese Probleme NP-schwer sind und verwenden daher Da-
tenreduktionsregeln um die Probleme fiir kleine Parameterwerte effizient zu losen. Ge-
nauer gesagt beschéftigen wir uns in dieser Arbeit damit, ob existierende Resultate fiir
ungerichtete Graphen[Fro+14] sich auch auf gerichtete Graphen iibertragen lassen. Dazu
definieren wir zunéchst zwei Varianten des Problemes fiir gerichtete Graphen. Im Laufe
der Arbeit zeigen wir, dass sich die Ergebnisse fiir ungerichtete Graphen auf beide Varian-
ten iibertragen lassen. Die Methoden, die wir dazu verwenden, basieren darauf, dass wir
zunéchst die Graphstruktur ignorieren und das Problem lediglich auf der Gradsequenz
16sen. Die Losung auf der Gradsequenz kénnen wir dann dazu verwenden, um den Aus-
gangsgraph in ein Flussnetzwerk zu iiberfithren. Dieses kénnen wir dann benutzen um
eine Losung fiir das Ausgangsproblem zu berechnen. Wir beweisen damit, dass fiir beide
Varianten des gerichteten Problemes ein Problemkern existiert, welcher O(r*) Knoten
beinhaltet. Das Berechnen dieses Problemkernes benétigt eine Zeit von O(n(n+r)). Der
Problemkern ist kleiner als das dquivalente Gegenstiick im ungerichteten Fall. Fiir die-
sen hatten Froese u. a. [Fro+14] bewiesen, dass ein Problemkern existiert, welcher O(r°)
Knoten beinhaltet. Deswegen gehen wir am Ende darauf ein, was fiir Probleme auftre-
ten, wenn man unsere Strategien fiir den gerichteten Fall auf den ungerichteten Fall
iibertragen will.
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1 Introduction

In this work we study NP-hard graph modification problems on directed graphs. We are
especially taking a look at the question whether it is possible to insert at most k arcs into
a graph to fulfill certain degree constraints. Since the problems are NP-hard they are
likely not to have an efficient solution. Accordingly, we will use a parameterized approach
to achieve good running times for small input parameters. By applying data reduction
rules we upper-bound the input size of the problem instance by the two main input
parameters. We then use techniques from flow network theory to refine these results even
further, bounding the input size only by one input parameter. The problem is motivated
by the fact that many things like hyper links in the Internet (for example the PageRank
algorithm views the internet as a directed graph [LM11]), street networks or scheduling
dependencies can be modeled as directed graphs. It is a natural question to ask for
certain degree constraints of the vertices. For example, in a street network of a city, a
bus company might gain new capacities and therefore wants to add more connections.
This can be expressed by adding new arcs to the network which is modeled as a directed
graph (since there are one-way streets). However, the company might want to achieve
that places of higher population density have more connections than places of lower
population density. This can be expressed by specifying the degree constraints of the
corresponding vertices in the graph. Moreover, some interesting properties of directed
graphs are linked to certain degree constraints. For example, there are many different
sufficient conditions so that a directed graph contains a hamiltonian cycle ([BG02], pp.
240-246). A hamiltonian cycle is a cycle in a graph that visits each vertex exactly
once. Graphs containing a hamiltonian cycle are called hamiltonian graphs. Some
of the conditions in which a graph is hamiltonian are only linked to certain degree
constraints. These constraints can be expressed in our problem so that after solving it,
the corresponding graph must contain a hamiltonian cycle. Hamiltonian graphs are of
interest to any kind of company that wants to plan a route visiting each place once, like
mail delivery. These companies might want to add more arcs to their network so that
the resulting network is always hamiltonian, so that it is possible to plan their routes as
a hamiltonian cycle.

1.1 Related Work

Now, that the initial motivation for the problem is clear, we start with formally defining
the problems that are discussed in this work as well as summarizing where we started
with this work. The first fundamental starting point is the work of Mathieson and
Szeider [MS12]. They introduced the undirected version of the problem this work is
based on:



DEGREE-CONSTRAINT EDITING(S) (DCE(S))

Input: An undirected graph G = (V, E), two integers k,r > 0, and a “degree list
function” 7: V — 2{0-r}

Question: Is it possible to obtain a graph G’ = (V' E’) from G using at most k
editing operations of type(s) as specified by S such that degq/ (v) € 7(v)
for all v e V'?

The question is whether it is possible to apply k editing operations as defined in S
to satisfy the degree constraints for each vertex as defined in 7. The set of editing
operations S is always a subset of the three editing operations v~ (vertex deletion),
et (edge addition) and e~ (edge deletion). Actually, Mathieson and Szeider [MS12]
introduced the weighted version of this problem. In this work, we will focus on the non-
weighted version though. Using a parameterized preprocessing framework they achieved
several results, among others, showing fixed-parameter tractability for the combined
parameter k and r for each ) # S C {v™,e",e”}. However, they left open whether
similar results are possible with respect to the single parameter r. This open question
was answered by Froese et al. [Fro+14] in 2014. After showing that both DCE(e™) and
DCE(v™) are not likely to have a polynomial-size kernel with respect to (k,r), they used
two reduction rules to obtain a problem kernel for DCE(e™) containing O(kr?) vertices.
Additionally, they established an upper bound for k. They showed that either k <
r(r+1)2 or the problem is polynomial-time solvable. Applying their first result leads to
a problem kernel for DCE(e™) containing O(r®) vertices. Those results, however, all refer
to undirected graphs. The question in this work is whether the results for DCE(e™) from
Froese et al. [Fro+14] can be transferred to directed graphs. To our best knowledge most
of the works which are thematically close to ours are about undirected graphs. However,
there are some other papers that are addressing arc addition problems on directed graphs.
Thematically close to our work is the work of Weller et al. [Wel+12]. They ask whether
on directed graphs it is possible to add or delete arcs so that the resulting graph is
transitive. Similar to that is the work of Dorn et al. [Dor+13]. They are addressing
the problem of inserting arcs to make a graph eulerian. Thematically not so close and
about mixed graphs (which can however be modeled as directed graphs), there is also the
older work of Bang-Jensen et al. [Ban+95] which is about the insertion of edges into an
mixed graph to satisfy local edge-connectivity constraints. By mixed graphs we mean
graphs that contain both undirected and directed edges. Very recently, Bang-Jensen
et al. [Ban+15] published a paper about orienting edges in a partially oriented graph to
make it an oriented graph. Orienting undirected edges may be modeled by first deleting
all undirected egdes and then adding directed arcs which is what we are discussing in
this paper.

1.2 Problem Definition

Now that we talked about related work, we want to start with the novel part of our
work. First, one has to define the problem for a directed graph D = (V, A). We consider
two ways of defining a directed version of DCE, both being natural modifications of the
undirected problem. The first one is the following;:
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Figure 1: Two example instances of DDCE(et) with & = 1. The left one is a yes-
instance and is solvable by adding the dashed arc. The right one is a no-
instance.

DIRECTED DEGREE-CONSTRAINT EDITING(S) (DDCE(S))

Input: A directed graph D = (V, A), three integers k, 7+, r~ > 0, and two “degree
list functions” 77: V — 2{07'"’7"+}7 77V = 2007

Question: Is it possible to obtain a graph D' = (V/; A’) from D using at most k
editing operations of type(s) as specified by S such that deg}, (v) € 77 (v)
and degp, (v) € 77 (v) holds for all v € V'?

Figure 1 illustrates two example instances of DDCE(e™). The first one is solvable by
adding the arc (v3,v2) to the graph. The second one is a no-instance since it is not
possible to satisfy the constraint 7~ (v) = {1}.

The second way of defining a directed version differs in the degree list function. Now,
there is only one degree list function declaring all allowed in- and out-degree combinations
rather than separate functions for both the in- and the out-degree.

DIRECTED TUPLE DEGREE-CONSTRAINT EDITING(S) (DTDCE(S))

Input: A directed graph D = (V, A), three integers k,7*,r~ > 0, and a “degree
list function” 7: V — 20 3x{0r ™}

Question: Is it possible to obtain a graph D’ = (V', A’) from D using at most k edit-
ing operations of type(s) as specified by S such that (deg}, (v),deg}, (v)) €
7(v) for all v € V'?

Although DTDCE(e™) is a generalization of DDCE(e™), the pleasant answer to the
question of transferability mentioned above is that both DDCE(e™) and DTDCE(e*)
are amenable to the kernelization strategies that worked for the undirected problem.
Converting the problem into a maximum flow problem then makes it possible to upper-
bound k which gives a problem kernel containing only O(r4) vertices (with 7 := max(r*,
r~)). First, we need to show NP-hardness for DDCE(e™) and DTDCE(e*). We then
start the main part of our work by defining some basic notation and then go on to
DDCE(e"). Based on the results of [Fro+14] we will show how to get a problem kernel
for DDCE(e™) whose size is bound by the parameters k and 7. We will then refine these
result even further. By showing how to bound the parameter k by the parameter r we can
achieve a kernel whose size is only bound by the parameter r. Afterwards we will show



that the same strategies that were used for DDCE(e™) will also work for DTDCE(e™).
In the end we will try to give a short highlight of why our methods are probably not
usable for the undirected case. We will not study any other variants than edge addition
in this work, since these were already proven to not have polynomial kernels regarding
r in the undirected case.



1.3 Preliminaries

In this part we will give a brief introduction into all the concepts we are using in this
work as well as defining the notation we are using.

Graphs In this work, when we talk about a graph D = (V,A) with n = |V] and
m = |A|, if not stated otherwise, we are always referring to a directed graph. In a graph
D, degz’;(v) denotes the out-degree, meaning the number of outgoing arcs for a vertex
v € V. Analogously, degy,(v) denotes the in-degree. For a set of arcs A’ C V2 D + A’
denotes the graph resulting from adding all arcs in A’ to D, while D[A’] denotes the graph
only containing the arcs in A’ and the vertices incident to arcs in A’. Analogously, for a
set of vertices C' C V, D[C] denotes the subgraph induced by vertices from C. Moreover,
for a set of arcs A’ C V2 the set VT (A') :=={v €V : (v,w) € A foraw € V} C V refers
to all vertices being a starting point of an arc in A" while V= (4") = {v € V : (w,v) € A
for a w € V} C V refers to all vertices being an endpoint of an arc in A’. The combined
set V(A) = VT(A) UV~ (A) just denotes all vertices incident to an arc in A. The
set Np(v) == {w € V : (v,w) € A} denotes all vertices w € V such that there is an
arc (v,w) € A. Analogously, N (v) :== {w € V : (w,v) € A} denotes all vertices w € V,
such that there is an arc (w,v) € A. Furthermore, A, = max,cy deg™ (v) denotes
the largest in-degree and Ag = max,cy deg’ (v) denotes the largest out-degree of all
vertices in D.

Problem specific notation Both DDCE(e™) and DTDCE(e™) ask for at most k arc
additions to the graph such that for each vertex v the out-degree deg™(v) and the
in-degree deg™ (v) satisfy the constraints given by 77 and 7~ (only 7 in case of DT-
DCE(e")). The largest allowed out-degree is denoted with r* and the largest allowed
in-degree is denoted with 7~. In that context, we define a new (meaning it is not part of
an instance of DDCE(e™) or DTDCE(e™)) parameter r := max(r*,r~) as the maxi-
mum of r* and r~. Additionally, for DDCE(e™) let U™ be the set of all vertices v with
degt(v) ¢ 77 (v) and analogously let U~ be the set of all vertices v with deg™ (v) ¢ 7~ (v).
These vertices are called unsatisfied regarding the out- and in-degree, respectively. If
a vertex is neither unsatisfied regarding the out-degree nor unsatisfied regarding the
in-degree, then it is called satisfied. Finally, Tf (out-type i) denotes all vertices v € V'
such that (deg™ (v) +1i) € 77 (v) and T, (in-type i) denotes all vertices v € V such that
(deg™(v) +1i) € 7~ (v).

Parameterized Complexity The concept was first described by Downey and Fellows
[DF13]. Further important standard literature regarding this topic is the work of Flum
and Grohe [FG06] and Niedermeier [NieO6]. Very recently, Cygan et al. [Cyg+15] pub-
lished a new book about Parameterized Complexity. Parameterized Complexity is a
two-dimensional framework to design algorithms for NP-hard problems. The first di-
mension of a parameterized instance (z,l) is the size |(x,l)| of the input. The second
dimension is the parameter [ which can also be a combined parameter (I1,l2,...). A
problem (z,1) is called fixed-parameter tractable if it is solvable in f(1) - |(z,1)|]°M) time



for some computable function f. The idea behind this is that for relatively small [, the
problem becomes efficiently solvable due to the fact that f(I) is also small for small .
One way of showing fixed-parameter tractability is the concept of problem kernels. Here,
the goal is to convert an instance (z,1) into an equivalent instance (z/,1") such that I’ <1
and ' is bounded by g(I) where g is some computable function only depending on [. The
resulting instance (2,1") is called a (problem) kernel for the original problem instance

(x,1).

Flow Networks Another concept that is used in this work is the theory of flow networks.
A flow network is a directed graph D = (V, A) where each arc can carry some amount
of traffic. Formally, the following properties must apply':

e Each arc a has a non-negative capacity c,.
e There is a single source vertex s € V' such that no arc enters s.
e There is a single sink vertex ¢ € V' such that no arc leaves ¢.

For a given flow network, one can define how much value each arc is carrying—this is
called a flow. A flow is a function f: A — R™ such that

e for each a € A, we have 0 < f(a) < ¢, and
e for each vertex v other than s and ¢, we have >, .., f(@) = >, oot of o f(@)-

Each flow f has a value v(f) = >, iyt ofs f(@). The basic problem concerning flow
networks is the problem of finding a flow with maximum value. This problem is solvable
in polynomial time, for example in O(|V|-|A|) [Orl13]. Also, if we have a flow f for a
given network G, then we can define the residual graph G as follows:

e The node set of G is the same as that of G.

e For each arc e = (u,v) of G on which f(e) < c., we include e in G with a capacity
of ce — f(e). These arcs are called forward arcs.

e For each arc e = (u,v) of G on which f(e) > 0 we include the arc e = (v,u) in Gy
with a capacity of f(e). These arcs are called backward arcs.

Any path from s to t in a residual graph G is called an augmenting path. It is a well-
known fact that a flow f has maximal value if and only if there is no augmenting path
in G ([KTO06], p.348).

'See Kleinberg and Tardos [KT06] for a more comprehensive discussion. This definition is taken from
there.
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2 Computational Complexity

We will start by showing NP-hardness for both DDCE(e™) and DTDCE(et). Our
approach differs from the approach of Froese et al. [Fro+14]. They showed NP-hardness
of DCE(e™) for planar graphs with maximum degree three by providing a polynomial-
time many-one reduction from INDEPENDENT SET to DCE(e™). We show NP-hardness of
DDCE(e™) for a directed graph D by performing a polynomial-time many-one reduction
from the well known VERTEX COVER problem to DIRECTED DEGREE-CONSTRAINT
EpiTiNG(et). The VERTEX COVER problem is defined as follows:

VERTEX COVER

Input: An undirected graph G = (V, E) and an integer k > 0.

Question: Is it possible to choose at most k vertices P C V from G such that for
each edge e = {v,w} € E it holds that v € P or w € P (or both)?

VERTEX COVER is known to be NP-hard [GJ79]. As said before, we now use VERTEX
COVER to show the NP-hardness of DDCE(e™), which leads us to the following theorem:

Theorem 2.1. DIRECTED DEGREE-CONSTRAINT EDITING (e1) is NP-hard.

Proof. Let G == (V, E) be an undirected graph and let I = (G, k) be an instance of
VERTEX COVER with n = |V| and m := |E|. In the following, we need to create
an instance I’ = (D, k',r*,r=,7%,77) of DDCE(et) where D := (V’, A) is a directed
graph such that I is a yes-instance if and only if I’ is a yes-instance. In VERTEX COVER,
we need to add at least one end point of each edge. Hence, our model has to guarantee
that covering edges in I is equivalent to adding arcs in I’ (since this is the only operation
we have in DDCE(e™)). The idea is to add a vertex [v;, vj] for each edge {v;,v;} € E.
Each vertex [v;, v;] has an incoming arc from all vertices but v; and v;. An arc v; = [v;, vj]
in the solution for I’ models that we have v; in the solution for I (with v; covering the
edge {v;,v;}). We therefore set the degree list function to 77 ([v;, v;]) = {n—1,n}. Since
we can only add the arc v; — [v;,v;] or the arc v; — [v;,v;], this assures that we add
at least one end point of each edge. Furthermore, we add a count vertex ¢ which is
connected to none of the vertices with 77 (¢) = {1,2,...,k}. This guarantees that we
only add at most k vertices to our solution. See Figure 2 for an example with a schematic
instance of DDCE(e™) obtained by performing the construction described above. To
be more specific, we are performing the following steps:

i) Initialize V' := () and A == 0.

ii) Add all vertices v € V to V' and set A := (V’)?, meaning each vertex has an
outgoing arc to each other vertex.

iii) For each edge {v,w} € F add an edge vertex [v,w] to V'. Since there are only
O(n?) edges in E, this adds O(n?) vertices. Additionally, add an arc (p, [v,w]) to
A for each vertex p ¢ {v, w}.

iv) Add a count vertex ¢ to V.

11
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{0} {58} {58} {48} {6,8} {0}
{1,2} {3} {3} {3} {3} {3,4}

Figure 2: Schematic reduction from VERTEX COVER to DDCE(e™). The left side shows
an instance of VERTEX COVER with £ = 2. The right side shows the resulting
instance of DDCE(e™) after performing the steps described in the proof of
Theorem 2.1. The constraints are listed in the table below. The count vertex c
makes sure that we do not add more than k vertices. Also, we add an edge
vertex [v;, v;] for each edge {v;,v;}. Adding an arc v; — [v;, v;] models that we
cover the edge {v;,v;}. The constraint 77 ([vs, v;]) is chosen so that we need
to add at least one incident arc.

v) Set k' :== k+2-m such that £’ is large enough to add all possible arcs. Furthermore,
set r*:=n+m and r~ = n.

vi) Set 7T (v) == {deg},(v),n +m} and 7 (v) :== {n — 1} for each v € VN V".

vii) Set 77 ([v,w]) = {0} and 7~ ([v,w]) = {n — 1,n} for each edge vertex [v,w] €
V'\ (VU{c}).

viii) Set 77 (c) == {0} and 77 (¢) == {1,2,...,k}.

Since V' contains O(n?) vertices it is possible to perform all steps in polynomial time.
It remains to show that I is a yes-instance if and only if I’ is a yes-instance.

Assume that [ is a yes-instance of VERTEX COVER. Hence, there is a set P C V such
that |P| < k and for each edge {v,w} € E it holds that v € P or w € P (or both). Let
A = () be the set of arcs we are adding to the directed graph D. We will first add an
arc (v, ¢) to A for each v € P. Because P contains at most k vertices it holds that after
these edge additions the constraints for ¢ as specified by 77 (¢) and 77 (c) are satisfied.
Notice that in the beginning the constraints for each vertex v € V NV’ are satisfied and

12



we have degf;(v) = n—1+m — degg(v) and degp,(v) = n — 1. Consequently, out of the
vertices in V NV’ we only have to satisfy the constraints for the vertices in P. Since for
each vertex v € P, we add an arc to ¢, it follows from the construction of 7+ (v) that I’
is a yes-instance only if deg;Jr g(v) = n + m. We therefore add all arcs (v, [v,w]) to

A where v € P. Together with the one arc to ¢, we add exactly degg(v) + 1 arcs for
each v € P. Accordingly, after these arc additions we have deg;Jrg(v) = (n+m) € 77 (v)
for each v € P. After performing all arc additions we just described, we also have at least
one arc to each vertex [v,w] € V'\ (V' U{c}): Since P is a vertex cover and {v,w} € E, it
holds that v € P or w € P. We therefore added an arc from v to [v, w] or from w to [v, w]
(or both). Thus, it holds that deg,;rg([”’ w]) € 77 ([v,w]) because degp,([v,w]) =n —2
by construction. Hence, I’ is a yes-instance.

Now, assume that I’ is a yes-instance. Hence, there exists a set of arcs A so that adding
all arcs in A solves I'. Define P C V to be the set of vertices such that for each v € P
there is an arc (v,c) in A. By construction of 7~ (c) it follows that |P| < k. For each
arc (v, [v,w]) in A it holds that v € P because a vertex that has no arc to ¢ cannot get
an out-degree of n+m and can therefore not be incident to any arc added to the graph.
Finally, it holds that the vertices in P cover all edges in E because I’ is a yes-instance
and as a consequence each vertex [v,w] € V'\ (V U{c}) is incident to at least one added
arc in A. Thus, P is a vertex cover and, accordingly, I is a yes-instance. O

This result directly gives us the NP-hardness of DTDCE(e") as well, since it is a
generalization of DDCE(e™):

Theorem 2.2. DTDCE(e") is NP-hard.

Proof. Let I = ((V,A),k, 7", 7=,77,77) be an instance of DDCE(e*). We define I’ :==
((V, A), k,rt r=, 1) with 7(v) == 77 (v) x 77 (v) for each v € V. Assume that I is a
yes-instance. Thus, we can add at most &k arcs to A such that after those edge additions
it is true that deg™ (v) € 7% (v) and deg™ (v) € 7~ (v) for each v € V. Due to the fact
that we defined 7 as the Cartesian product of 7™ and 77, it is also true that adding
the same arcs in I’ leads to (deg™(v),deg” (v)) € 7(v) for each v € V. Thus, I’ is
a yes-instance. Analogously, assume that I’ is a yes-instance. Hence, we can again
add at most k arcs such that (deg™(v),deg™(v)) € 7(v) for each v € V. By definition
of 7 it follows that adding the same arcs in I results in both deg™(v) € 77 (v) and
deg™(v) € 77 (v) for each v € V. Hence, I is a yes-instance. We provided a polynomial-
time many-one reduction from DDCE(et) to DTDCE(et) and since DDCE(e™) is
NP-hard (Theorem 2.1) it follows that DTDCE(e™) is NP-hard as well. O
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3 Problem kernels for Directed Degree-Constraint Editing(e¢™)

Every instance I = (D, k,r*,r=,7%,77) of DDCE(e™") contains three natural param-
eters which are usable for kernelization: the maximal amount of arc additions k, the
largest allowed out-degree r*, and the largest allowed in-degree r—. For purposes of
comparing our results to the undirected case, we will-as mentioned in the part about
graphs of Section 1.3-define r := max(r™,r77). Hence, we will use the parameters k
and 7 to construct kernels for DDCE(e™). The final goal of this section will then be to
find a problem kernel for DDCE(e™) with respect to the single parameter r. To achieve
this, we first take an intermediate step and construct a problem kernel with respect to
the combined parameter (k,r).

3.1 A problem kernel with respect to k and r

This first part is based on the ideas of Froese et al. [Fro+14] which we adapt to fit
into the context of directed graphs. They observed that, if one wants to add edges to
a graph, it does not exactly matter which vertices become incident to these edges. It
is only important that the vertices behave similarly in the way that adding the same
number 4 of edges leads to the same result of the vertices being satisfied. This means
that for vertices vy, vy for which both (deg(vi) + i) € 7(v1) and (deg(v2) + @) € 7(v2),
it does not matter which vertex is used for adding these ¢ edges. This concept was
introduced as the type of a vertex. Froese et al. [Fro+14] defined a vertex v to have
type i if (deg(v) +1i) € 7(v), meaning that adding ¢ edges incident to v results in v being
satisfied. They have proven that only a certain amount of vertices from each type is
needed to solve DCE(e™). The same concept, with slight adjustments, still works for
the directed case. Now, we have to define two different kinds of types: in-types and
out-types, as defined earlier in the paragraph about graphs from Section 1.3. Basically,
a vertex v is of in-type i if it allows for ¢ arc additions (w1, v),..., (w;,v) to A with the
result of v being satisfied regarding the in-degree. Analogously, a vertex v is of out-type i
if it allows for ¢ arc additions (v, w1), ..., (v,w;) to A with the result of v being satisfied
regarding the out-degree. Consequently, all that is left is to figure out how many vertices
of each in- and out-type are needed for DDCE(et). The answer is quite similar to the
undirected case, which brings us to the following construction:

Construction 3.1. Define o™ =k (A5, +1) and o™ = k- (A} + 1) where A}, is the
mazimum out-degree and Ay, is the mazimum in-degree. Then, build a subset C C'V of
vertices:

o Add all unsatisfied vertices UT and U~ to C.

o Add min(a~, |T; \U™|) satisfied vertices regarding the in-degree from each in-type
ie{l,...,r7} to C where T; are all vertices having in-type i.

e Add min(a™, |T]Jr \ U™|) satisfied vertices regarding the out-degree from each out-
type j € {1,...,r"} to C where TjJr are all vertices having out-type j.
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Let I = (D,k,r*,r=,77,77) be an instance of DDCE(e™). Removing from V all ver-
tices v € V'\ C that are not in C results in a new instance I’ = (D[C], k,r*,r~, 75, 75).
The idea behind this construction is that in order to solve DDCE(e™), we need at least
all unsatisfied vertices. Furthermore, we need enough vertices to satisfy the constraints
of the unsatisfied vertices. It turns out that enough vertices are exactly ™ vertices of
each in-type and a™ vertices of each out-type. Later in the proof, the idea will then be to
swap each vertex not in C' with two other vertices. Figure 3 illustrates this situation and
shows why o~ and o are chosen the way they are in Construction 3.1. After removing
the vertices not in C', in order to maintain formal correctness, we have to adjust the
degree list functions. To this end, we define for each v € C:

Tg?(v) ={keN:k+ |Ng(v) NV\C|erh(v)} (1)
7o () ={keN:kE+|Nyj(v)NnV\C|leT (v)} (2)

Basically, the removed vertices force us to adjust 7 (v) and 7~ (v) for each v € V. Let
v € V be a vertex from V. By removing adjacent vertices from D, the in-degree of v
changes. Hence, the gap between the in-degree deg™ (v) and the degree constraint 7~ (v)
gets bigger. Thus, each entry in 77 (v) gets reduced by the amount of adjacent vertices
deleted from the graph. The amount equals [N, (v) NV \ C|, because this describes
all vertices selected for removal which also have an arc to v. The adjustment for 71 (v)
works analogously. By doing all this, we get an equivalent instance of DDCE(e™):

Reduction Rule 3.1. Let C be a set of vertices as described in Construction 3.1. Then,
remove all vertices in V' \ C.

This reduction rule is correct and can be applied in O(n(n + r)) time:
Lemma 3.2. Reduction Rule 3.1 is correct and is executable in O(n(n +r)) time.

Proof. Let I = (D, k,r*,r=,77,77) be an instance of DDCE(e™) and let I’ = (D[C], k,
rt,r Tg ,T¢) be the instance obtained by applying Reduction Rule 3.1. We need to
prove that I is a yes-instance if and only if I’ is a yes-instance. Since V'\ C only contains
vertices being satisfied regarding both the in-degree and the out-degree, one can easily
see that each solution for I’ also is a solution for I.

It remains to show that the reverse direction is true as well. Let E' C V2 \ E be a
solution for I. Note that if V(E') C C, then E’ already is a solution for I'. Accordingly,
assume that V(E') \ C # 0 and let v* € V(E') \ C. Furthermore, let i~ be the amount
of arcs in E’ that end in v* and let it be the amount of arcs that start in v*. Because
v* ¢ C it holds that |[C NT,Z| = o~ and [C'N TZ'H = a'. Next, we show that v*
can be exchanged by two vertices w™,w™ € C. We want w™ to have the same in-type
and w" to have the same out-type as v (meaning w~ € CNT_ and w* € C'N T;)
This results in a new solution E” such that |[V(E”)\ C| = |V(E') \ C| — 1. Thus, it
remains to prove the existence of such vertices. Observe that, in order to exchange v,
two things must be fulfilled: First, w™ and w™ cannot already be incident to arcs added
in B/ (w= ¢V (E'),w" ¢ VT(E)). Second, these vertices cannot be adjacent to any
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Figure 3: An Illustration of the situation when a vertex v* ¢ C (as defined in Construc-
tion 3.1) exists which shall get swapped for vertices w™ € C (left side) and
w™ € C (right side). The k dashed arcs are getting deleted while the dot-
ted arcs are added (and are therefore not allowed to be in the graph). Each
vertex v; has at most A, incoming and Ag outgoing arcs. Also, w* and w™
are not allowed to already be incident to any of the k added arcs. To always
find these vertices w™ and w~ we choose o™ and a~ large enough, that is,
ot =k-(Ag+1)and a™ = k- (AL +1).

vertex adjacent to v* (see Figure 3 for an illustration). More precisely, the following
must apply: Nppn (v*)NNp(w™) =0 and N ](v*) NN (wT) = 0. However, because

(£
V7 (E') U (N () A Np ()] < k4 k- A (3)
and
V(B U (N (0%) A NG ()] < b+ k- Ag (4)

such vertices w~ and w™ can always be found. By iteratively applying this procedure
we obtain a solution only containing vertices from C, and therefore a solution for I’.
This procedure obviously terminates since in each step |V (E’) \ C| gets reduced by one.
To compute the vertices for our solution C' one does the following. First, one computes
the in- and out-degree of each vertex which takes O(n?) time. Computing the types of
each vertex then takes O(n - r) time by simply checking all r in- and out-types for each
v € V, with type 0 representing already satisfied vertices. Then, one initializes a counter
ij == 0 for each in-type j € {1,...,77} as well as a counter o; := 0 for each out-type
j € {1,...,rT}. Moreover, one sets the target set C' := (). Finally, one parses V and
checks for each vertex v € V with the set of its in-degrees I, C {0,...,7~ } and the set
of its out-degrees O, C {0,...,r"} the following:

16



i) Does v have in-type 0?7 If not, then add v to C' since it is unsatisfied regarding the
in-degree, and go on to the next vertex.

ii) Does v have out-type 07 If not, then add v to C since it is unsatisfied regarding
the out-degree, and go on to the next vertex..

iii) Does v have an in-type j € I, \ {0} such that i; < a~7 If so, then add v to C and
increment i,, by one for each m € I, \ {0} and o, by one for each p € O, \ {0}.
Then, go on to the next vertex.

iv) Does v have an out-type j € O, \ {0} such that o; < a*? If so, then add v to C
and increment i,, by one for each m € I,,\ {0} and o, by one for each p € O, \ {0}.
Then, go on to the next vertex.

This procedure takes O(n - r) time since we have to check at most r~ < r in-types and
at most r* < r out-types for all n vertices. Doing all this yields an overall running time
of O(n(n+r1)). O

After applying Reduction Rule 3.1 there are at most o~ satisfied vertices of each in-type
and o satisfied vertices of each out-type in C. Since there are only 7~ in-types and
rT out-types, we can use this fact to estimate the size of C' by using Construction 3.1:

IC| < U+ |Ut4+r a” +rtat <[ U |+|UT|+r k- (AL+ 1) +rT k- (Ap+1) (5)

Observe that if there are more than k unsatisfied vertices regarding the in-degree or more
than k unsatisfied vertices regarding the out-degree, then we can just return a trivial
no-instance. Furthermore, we can also upper-bound the maximum in-degree to be at
most the largest allowed in-degree r—. Analogously, we can upper-bound the maximum
out-degree to be at most the largest allowed out-degree r+. If there exists a vertex with
a degree higher than this, then we can again just return a trivial no-instance. This leads
to:

Reduction Rule 3.2. If an instance of DDCE(e") contains more than k unsatisfied
vertices regarding the in-degree or more than k unsatisfied vertices regarding the out-
degree, then return a trivial no-instance. Additionally, if there exists a vertex v with
deg™(v) > r~ or with deg™(v) > r, then also return a trivial no-instance.

This reduction rule is applicable in O(n) time, since all we have to do is to parse all
n vertices and check for each vertex in constant time the three properties mentioned
above. After applying Reduction Rule 3.2 we can upper-bound the size of both U™ and
U™ by k as well as upper-bound the maximum out-degree AE by r* and upper-bound
the maximum in-degree Ap, by r~. Together with r := max(r*,r”) we can extend
Inequality (5) to

IC| <2k+r-k-(r+1)+r-k-(r+1) (6)
leading to a problem kernel consisting of O(k - 72) vertices. Applying both Reduction
Rule 3.1 and Reduction Rule 3.2 leads to an overall running time of O(n(n + r)).

Theorem 3.3. DDCE(e™) admits a problem kernel containing O(k - r?) vertices. It is
computable in O(n(n + 1)) time.
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3.2 A problem kernel with respect to r

In the previous section we saw that, by using our reduction rules, we could get a problem
kernel utilizing both parameters: the maximal amount of arc additions k£ and r =
max(r™,r7), where r is the largest allowed out-degree and 7~ is the largest allowed in-
degree. This problem kernel contains O(kr?) vertices. The goal in this section is to get
a problem kernel whose size only depends on the single parameter r. We will show that
for large k, the problem becomes polynomial-time solvable by reducing it to a maximum
flow problem. The strategy used will be somewhat similar to the strategy used by Froese
et al. [Fro+14]. We start with reducing the complexity of the problem by dropping the
graph structure and solving the easier NUMBER CONSTRAINT EDITING problem. This
will give us in-demands and out-demands for each vertex, that is, the number of incoming
and the number of outgoing arcs in a solution of DDCE(e™), respectively. That part
is analogous to undirected graphs. The next part is where the strategies begin to differ.
Froese et al. [Fro+14] used a problem called f-FACTOR which gave them the realizability
of their calculated demands if k& > 7(r + 1)2. That problem however, does not exist for
directed graphs. For this reason, we need to come up with something else. Accordingly,
we use the demands calculated with NUMBER CONSTRAINT EDITING to build a flow
network. We then show that either & < 2r% +r (which is an improvement compared to
k < r(r+1)2 from the undirected case) or there is a flow fulfilling the demands of each
vertex. Let us start by defining NUMBER CONSTRAINT EDITING:

NuMBER CONSTRAINT EDITING (NCE)

Input: A function 7: {1,...,n} — 2{0-7}  and non-negative integers
dy....dp, Kk,

Question: Are there n integers df, ..., d], such that > " ,(d; — d;) = k and for all
i=1,...,n it holds that d; > d; and d} € 7(i)?

One can think about each input number d; as the in-degree (out-degree) of one vertex,
whereas each output-number d; represents the in-degree (out-degree) of one vertex after
k arc additions. Since each arc addition increases the in-degree (out-degree) of exactly
one vertex by one and we are adding k arcs, it is obvious why the overall difference
o1 (d; — d;) has to be exactly k. By using a dynamic programming algorithm due
to Froese et al. [Fro+14], this problem can be solved in O(n - k - r) time. Solving this
problem for both the list of in-degrees and the list of out-degrees from D will result in
two numbers for each vertex, representing the number of incoming, respectively, outgoing
arcs in a solution of DDCE(e™):

NCE(7~,k,r ™)
— 5

(deg™ (v1),...,deg™ (vy)) (dy,....d,;)

»n

bt
(deg™ (v1),...,deg" (vy)) NOBGT R, (df,....d")

Note that for each vertex v;, the difference d;” — deg™ (v;) gives us an in-demand for v;,
meaning the amount of arcs (w,v;) ending in v; we need to add. Analogously, d;r —
deg™ (v;) gives us an out-demand for v;. Hence, the remaining problem is to decide
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Figure 4: A schematic flow network as described in Construction 3.4. For each vertex v;
in the graph D there are two vertices added to the flow network: vz-+ and v; .

We connect a vertex v;" to a vertex vy if the arc (vi,vj) is not in D. Adding

an arc (v;,vj) is represented by setting the flow on the arc (vl+

The capacities on the arcs (s,v;) and (v; ,t) come from solving NUMBER

CONSTRAINT EDITING.

,v;) to one.

whether it is possible to realize the demands inside the given graph. The idea will be to
use those in- and out-demands to construct a flow network as follows:

Construction 3.4. Let D = ({v1,...,v,}, A) be the directed graph we are working on.
e For each vertex v; € {v1,...,v,}, add two vertices to the network: vf and v; .

o Add a source-vertex s and a sink-vertex t to the network.

Add an arc (s,v]") with capacity 67 = d — deg™ (v;) for eachi € {1,...,n}.

Add an arc (v; ,t) with capacity 6~ = d; —deg™ (v;) for each i € {1,...,n}.
o Add an arc (v, v; ) with capacity one if (v, vj) ¢ E for eachi,j € {1,...,n},i # j.

See Figure 4 for a schematic flow network obtained by Construction 3.4. Adding an
arc (v,w) to the graph D corresponds to sending flow from v+ to w™. Since by definition
each vertex U;r will only receive at most 6 flow from s and each vertex v;” will send at
most 6~ flow to ¢, we can not add too many arcs. Thus, the goal will be to prove that
the maximum flow in the network is indeed k.

If this is the case, then we are able to transfer the demands we obtained from solving
NUMBER CONSTRAINT EDITING to the graph problem. Hence, we only need to examine
in which situation the flow in the network equals k:

Lemma 3.5. If k > 2r? + r, then there always is a mazximum flow of value k in the
network N = (Vi, An) obtained by Construction 3.4.
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Proof. Let L == {v;" € Viy :i € {1,...,n}} be the vertices on the left side of N and let
R:={v} € Vx:i€{1,...,n}} be the vertices on the right side of N. In the following,
a vertex vl € L (v; € R) is called satisfied regarding a flow f, if f(s, o) = &
(f(vj,t)=10;). Let k e Nk > 2r2 +r. Suppose there is a maximum flow f : Ay — RT
with value v(f) < k . Then, it is fact that there are unsatisfied vertices v;” € L and
vj_ € R. Let X C Vi be the vertices to which vf has a forward arc and let Y C Vi be
the vertices which have a forward arc to v in the residual graph Gy. Observe that the

amount of outgoing arcs for the vertex vf equals n—1—deg™ (v;) (by construction we only
add arcs (v;", v;) € VZ to the network N if the arc (v;,v;) € V2 is not in the graph D).
Analogously, the amount of incoming arcs for the vertex v; equals n —1 — deg™ (vj).
Consequently, there are at least

n—1—degt(v;) =6 =n—1—deg(v;) — (df —deg™(v;))=n—-1—df >n—1—r

forward arcs from v~ to vertices in R in the residual graph G ;. Therefore, | X| > n—r—1.
Since we know that v;" is unsatisfied, we can even say that |X| > n—r —1. By the same
reasoning it follows that |Y'| > n —r — 1. The residual graph is illustrated in Figure 5.
Remember that f is a flow of maximum value. Hence, we know that each vertex in X
and each vertex in Y is satisfied. Otherwise, there would be an augmenting path in the
residual graph, contradicting our assumption of f being maximal. Now, if a vertex in X
would receive flow from a vertex in Y, this would give rise to a backward arc in the
residual graph resulting in an augmenting path s — U;L - X =Y — v, =t again
contradicting our maximum assumption for f. As a consequence, we can conclude that
all flow that goes into X has to come from the at most r remaining vertices in L (not
counting v;"). But since df — deg®(vp) < r for each p € {1,...,n} those at most r
vertices can cover at most flow of value 2. Remember that the demands come from
solving NCE, implying that k =" | (d; — deg™ (v;)). Thus, we have:

k=) (dy —deg™ (vi))
=1
= (7 —deg () + Y. (d —deg(vy)) (™)
w;ER w; ER\Y
<r 4 (r+l)-r=2r+r

This contradicts our assumption k& > 2r2 + r. Hence, the initial assumption must be
false, proving the claim. O

With Lemma 3.5 we have everything we need to prove that for k > r? + r it is sufficient
to compute a solution for the polynomial-time solvable NUMBER CONSTRAINT EDITING.
This results in the following:

Lemma 3.6. Let I = (({v1,...,vn}, A), k,rT,r=, 71, 77) be an instance of DDCE(e™)
with k > 12 4 r. If there evists a k' € {r?> +r + 1,....k} such that it holds that
((deg™ (v1),...,deg™ (vp)), k', v, 7%) as well as ((deg™ (v1),...,deg™ (vn)), K, r—,77) are
yes-instances of NCE, then I also is a yes-instance of DDCE(e™).
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>n—1—r
~ <r
Ix

Figure 5: A snippet of a residual graph associated with a flow network as defined in
Construction 3.4. The picture illustrates the situation that occurs when un-
satisfied vertices Ui+ and vy exist. The set X denotes all vertices to which vf
has a forward arc while the set Y denotes all vertices that have a forward arc
tov; . The indices ¢ and j are not necessarily equal, they were just drawn at
the same height for purposes of better visibility.

Proof. Assume that

((deg™ (v1),...,deg (vn)), k' ,r—,77)

and

((deg™(v1),...,deg™ (vp)), K, rT,77)

are yes-instances of NCE with &' € {r2+7+1,...,k}. Hence, there exist dy,...,d, and
df,...,d} such that for each i € {1,...,n} it holds that d; > deg™ (v;), di > deg™ (v;)

and
Zd+ deg™ (v)) Zd_ deg™ (vj).
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With these demand-values for each vertex in hand, we can build a flow network NN as
described in Construction 3.4. Due to Lemma 3.5 and k' > r% + r, it follows that there
exists a flow f in N = (Vi, Ay) with value k’. By adding all arcs (v;,v;) € V2 to A
such that f(v;" ,v;) = 1, we perform exactly k' < k arc additions, resulting in a new
graph D’. Furthermore, each vertex v;" € Vv receives exactly d;” — deg™ (v;) flow from s
and each vertex v;” € Vy sends exactly d; —deg™ (vj) flow to t. This is why in D’ it holds
that deg}, (v;) = d;7 and degp, (v;) = d; for all i € {1,...,n}. Since both (df,....d})
and (d ,...,d; ) arise from solving an instance of NCE, it holds that deg}, (v;) € 77 (v;)
and degp, (v;) € 7 (v;) for all i € {1,...,n}. Accordingly, I is a yes-instance. O

The final kernel containing O(r*) vertices directly follows from Lemma 3.6.

Theorem 3.7. DDCE(e") admits a problem kernel containing O(r*) vertices com-
putable in O(n(n+r)) time.

Proof. Let I := (D,k,r",r~,77,77) be an instance of DDCE(e™). Suppose that there
isak’ € {r®+r+1,...,k} such that both ((deg™(v1),...,deg™ (v,)),k',r*,7F) and
((deg™(v1),. . .,deg™ (vp)),k',r—,77) are yes-instances of NCE. As a result of Lemma 3.6
it follows that I is a yes-instance. This yes-instance is computable in O(n(m + k - r))
time since, as mentioned earlier, NCE is solvable in O(n-k-r) time and it is fact that the
maximum flow problem is solvable in O(n-m) time [Orl13]. However, if for each &' € {r?+
r,...,k} either ((deg™ (v1),. .. ,deg™ (vy)),k' ,rT,7F) or ((deg™ (v1),...,deg™ (vn)),k',r~,77)
is a no-instance of NCE, then it is safe to solve the problem with & := r2 4+ since every
solution that would make use of more than 72 + r arc additions would also result in a
solution for NCE. Applying the O(kr?)-vertex kernel from Theorem 3.3 yields the final
kernel with O(r?) vertices. The running time comes from calculating the O(kr?)-vertex
kernel and therefore takes O(n(n + r)) time. O
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4 Problem kernel for Directed Tuple Degree-Constraint
Editing(e™)

In the previous section we discussed how to achieve a kernel for DDCE(e*) contain-
ing O(r%) vertices. In this section we are studying the second variant of the prob-
lem we defined in the beginning: DTDCE(e"). Let I = (D,k,r*,r~,7) be an in-
stance of DTDCE(e"). The goal will again be to get a kernel with respect to the
single parameter r := max(r*,r~). Since we are using tuple constraints now instead
of separate constraints for both the in-degree and the out-degree, there are fewer al-
lowed in-degree/out-degree combinations. For example, if we have 7+ (v) = {1, 3,5} and
77 (v) = {2,4,6} with three entries in each list, this would allow for nine in-degree/out-
degree-combinations. Whereas by having 7(v) = {(1,2), (1,4), (3,4),(3,6),(5,4),(5,6)}
with the “combined” size of six entries, only those six in-degree/out-degree-combinations
are allowed. More specifically, it is clear that DTDCE(e™) generalizes DDCE(e™) since
it is possible to model every constraint that is defined by two separate lists with just
one list. One just has to define the single tuple list as the Cartesian product of both
lists. Nevertheless, the key to our solution for DDCE(et) was the fact that the prob-
lem without the graph structure is polynomial-time solvable. We were able to calculate
demands for each vertex to build a flow network which gave us the needed bound for the
parameter k. As a consequence, if we could get in- and out-demands for each vertex as
before, the solution to the problem would be the same as for DDCE(e™). Consequently,
being able to use the same strategy that worked earlier comes down to finding demands
for the tuple based problem. Thus, we need a new definition of NUMBER CONSTRAINT
EDITING. Luckily, by just slightly modifying it we are able to not only define such prob-
lem but also use a very similar algorithm as before to solve it. The key to successfully
using flow networks was that there were exactly k£ modifications done to the input-degree
list and exactly k£ modifications done to the output-degree list. For DTDCE(e™) this
means we need to allow for exactly & modifications of the form (i1,42) — (i1 +1,42) and
also for exactly k£ modifications of the form (i1,i2) — (i1,42 + 1). While doing this, we
restrict ourselves to modifications (i1,i2) — (i}, %) such that (i},4) € 7(¢). This brings
us to our new definition:

TupLE CONSTRAINT EDITING (TCE)

Input: A function 7: {1,...,n} — 2{0- {072} and 7, tuples of non-negative
integers (c1,dy) ..., (cn,dy) as well as three non negative integers k, ry, 9.
Question: Are there n integer tuples (¢, d}),...,(c,,d]) such that
n n
(=)= (di—di) =k
i=1 i=1

and for all ¢ = 1,...,n it holds that ¢, > ¢;,d; > d; and (¢}, d}) € 7(i)?

1)
If one thinks about this problem not as increasing numbers, but instead as adding arcs,

the definition becomes very clear. Each input tuple (¢;, d;) represents the (in-degree, out-

degree) tuple of one vertex, whereas each output tuple (¢}, d}) represents the (in-degree,
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out-degree) tuple of one vertex after k edge additions. Since each added arc increases
exactly one in-degree and exactly one out-degree by one, the overall in-degree difference
Yo, (c¢h —¢;) has to be the same as the overall out-degree difference > | (d; —d;). And
since we are adding k arcs, they both have to equal k. This problem is polynomial-time
solvable:

Lemma 4.1. TCE is solvable in O(n - k? - ry - r9) time.

Proof. Let I := (7,(c1,d1)...,(cn,dn), k,7m1,72) be an instance of TCE. We solve the

problem by using a modified version of the dynamic programming algorithm for NCE

due to Froese et al. [Fro+14]. To this end, we use the following recurrence with M being

defined as a 3-dimensional boolean array of size n x k x k:

M(i, j, 1] = true :& 3(c}, d) € 7(i) : ¢, > ;A > diAM[i—1, j—(ci—c;), 1—(d;—d;)] = true
The parameter ¢ is used for limiting the last tuple pair we are considering. The pa-

rameter j limits the amount of additions (i1,i2) — (i1 + 1,i2) we have left, whereas

the parameter ! limits the amount of additions (i1,42) — (i1,92 + 1) we have left. The

recurrence terminates with

ML = {true, if (1 +j,dy +1) € 7(1)

false, else.
The algorithm is correct because in the worst case at position ¢ the algorithm tests all
possibilities for (c},d;) € 7(i). Since there are n - k? entries in the array, and at each
entry the algorithm considers 71 - ro possibilities, the running time of the algorithm is in
O(n-k?-ry-r9). O

We will use TCE on the combined in- and out-degree list of the graph D to obtain in-

and out-demands as before:

((deg(v1), degt (v1)), ..., (deg™ (vn), deg™ () —CElTRr Do),

The only property we obtained from using NUMBER CONSTRAINT EDITING in Section 3
on both the in-degree- and the out-degree sequence was the fact that

((dy,dy), ..., (d,,d)).

n’-'n

D di —degt(vi) =k =) _d; —deg (v).
=1 i=1

This property however is by definition still valid after using TCE on the combined in-
degree/out-degree sequence. Hence, at this point the differences between DDCE(e™)
and DTDCE(e™) are negligible. We can create the very same flow network as in Con-
struction 3.4 and only work with the non-tuple demands. We can then use Lemma 3.5 to
obtain a problem kernel of size O(r*) with exactly the same reasoning as before. Reduc-
tion Rule 3.1 and Reduction Rule 3.2 also hold for DTDCE(e™), with the slight modifi-
cation of using tuple types (i, j) instead of in-type ¢ and out-type j. A vertex v has tuple
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type (i, ) if (deg™ (v) +14,deg™ (v) +j) € 7(v). With the choice of a := k- (AL + AL +1)
we can use Construction 3.1 with the adjustment of only adding « vertices of each tuple
type. We can then use the same proof as in Lemma 3.2. We just switch each vertex
v* ¢ C with another vertex w € C which has a tuple type such that it can take all added
arcs incident to v*. Such a vertex can always be found because of the choice of a. The
running time is a combination of calculating the in- and out-degree for each vertex(O(n?)
time), computing the tuple type for each vertex(O(nr?) time) and checking for all tuple
types of each vertex whether we still need vertices of that type(O(nr?) time). We refer
to Section 3 for more details.

Theorem 4.2. DTDCE(et) admits a problem kernel of size O(r*) which is computable
in O(n(n +r?)) time.
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5 On Transferring the results to undirected graphs

In this section we are taking a look at DCE(e') which is the undirected problem that
was the starting point of this work. The existence of problem kernels with respect to the
maximum allowed degree r was proven for both the undirected problem DCE(e™) and the
directed problems DDCE(e™) and DTDCE(e™). In the previous sections we discussed
how to achieve this in the directed case and the result was a problem kernel containing
only O(r*) vertices. This result provides an smaller kernel compared to the O(r°)-
vertex kernel from Froese et al. [Fro+14]. Hence, one might ask whether the strategy for
directed graphs is also applicable for undirected graphs. Maybe it is possible to improve
the O(r%)-vertex-kernel to match our bound O(r*). Since the first part (achieving a
kernel containing O(k - r?) vertices) was using similar strategies, the main focus lies on
constructing a flow network analogous to that one defined in Construction 3.4. The
advantage of using directed graphs arises from the fact that it is easier to translate them
into flow networks. Because flow networks are directed graphs themselves, it is clear how
to translate the arcs of a directed graph into the arcs of a flow network. Furthermore,
directed graphs give us a natural partition of the resulting flow network in vertices with
outgoing arcs and vertices with incoming arcs so that the flow network has a simple
structure. For undirected graphs, this is more difficult. To be able to use the strategies
of Section 3 we therefore need a way to translate our undirected graph into a directed
flow network. The first approach crossing one’s mind is to just replace each undirected
edge {v,w} with two directed arcs (v,w) and (w,v). Then, we could build the flow
network from Construction 3.4 and proceed with the algorithm as before. Regarding
the demands, each vertex v; has only one demand d;, that arises from the solution of
NUMBER CONSTRAINT EDITING with the degree-sequence from G as the input. Also,
we need to double k for solving NUMBER CONSTRAINT EDITING since each added arc
increases the degree of two vertices:

NCE(r,2k,r
(deg(v1), - .., deg(vn)) 250 (L dy)

We will set dj = d; = d; in Construction 3.4. This leads to:
Construction 5.1. Let G = ({vi,...,v,}, E) be the graph we are working on.
e For each verter v; € {v1,...,v,}, add two vertices to the network: v;r and v; .

)

o Add a source-vertex s and a sink-vertex t to the network.

Add an arc (s,v}") with capacity d; — deg(v;) for eachi=1,...,n.

Add an arc (v; ,t) with capacity d; — deg(v;) for each i =1,...,n.
o Add an arc (U;r,v;) with capacity 1 if {v;,v;} ¢ E.

See Figure 6 for a schematic flow network obtained by performing Construction 5.1.
The problem with this approach is the translation from the directed arcs back to the
undirected edges. Earlier, we added an arc (v;,w;) € V2 to the graph D = (V, A) if the
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Figure 6: A schematic flow network obtained by Construction 5.1. The integers d; come
from solving an instance of NUMBER CONSTRAINT EDITING. For each ver-
tex v; in the graph D there are two vertices added to the flow network: vj
and v;. We connect a vertex v;” to a vertex v; if the edge {v;,v;} is not in
D.

flow on the arc (v;", v;) € V2 in the flow network N = (Vi, Ay) equaled one. But that
alone does not ensure the output-graph to be undirected. For that to be the case we
would need to ensure that for the resulting flow f, both f(v;", v; ) =1land f(vj, v; ) =1
Only if this is the case we could add both arcs (v, v;) and (vj,v;) to the graph so that

we are able to exchange them by the undirected edge {v,w}. We obtain the following:

Observation 5.2. If we build a flow network as described in Construction 5.1, then we
are able to translate a mazximum flow f back to undirected edge additions if and only if

for eachi,5 =1,...,n it holds that f(v;“,vj_) =1l& f(v;-’,vi_) =1.

However, there are flow networks where maximum flows exist which do not satisfy this
property. The complete bipartite graph K33 containing six vertices where we set 7(v) =
{4} for each vertex v € {v1,...,v6} and we choose k = 3 is an example for such a graph.
Obviously, ((deg(vy),..., deg(vg)),2k,4,7) is a yes-instance of NUMBER CONSTRAINT
EDITING. It is solvable by just incrementing the degree of each vertex by one. But using
Construction 5.1 results in a flow network where no flow exists such that Observation 5.2
holds. Figure 7 illustrates the graph as well as the resulting flow network. By setting
the flow on each dashed arc to one we can obtain a maximum flow. However, one can

verify that there is no flow f such that f(vf,vj ) =1« f(vj,vi_) = 1. That may
not be a problem since K33 with the chosen constraints is a no-instance of DCE(e™).
Nevertheless, this example shows that the first simple approach alone is not enough. We
would additionally need a new flow algorithm that always chooses maximum flows where
the property described in Observation 5.2 is valid. This may give us a relationship of
the kind that there is a flow f such that this property is valid if and only if the original
graph is a yes instance of DCE(e™). There are, however, examples for flow networks

where exponentially many maximum flows exist. We therefore leave the question whether
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7(v3) = {4} 7(vs) = {4}

Figure 7: The capacity of each arc (vl+ ,vj_) is one. It was dropped from the picture
to improve readability. The left side shows the complete biparte graph K33
with given degree constraints. The right side shows the flow network that is
obtained by Construction 5.1. Choosing the dashed arcs results in a flow of
value six. There is however no maximum flow such that the property mentioned

in Observation 5.2 is valid.

there is a polynomial-time algorithm that always finds maximum flows with the property
mentioned in Observation 5.2 open for future research. Overall, the problem with the
first approach revolves around translating a maximum flow back to edge additions. So
maybe it is possible to design a flow network where that is no problem.

This brings us to our second approach of sorting the vertices. If the vertices are in
a certain order <, then this would give us a 1-to-1 relation where an undirected edge
{v,w} is associated with the directed edge (v,w) if and only of v < w. We therefore
modify Construction 3.4 so that we add an arc v;” — v, only if v; < v;. This will result
in a flow network which is similar to the flow network illustrated in Figure 8.

The problem with this construction is the question of how to choose the demands 5? and
d; . Let us say that we solve NUMBER CONSTRAINT EDITING as usual and for the vertex
vz in the picture we get the solution d3 = 2. Then, do we choose 5; =1=05 or do we
choose 53+ = 0 and 5 = 2? Choosing the first option will clearly force the algorithm
to add the edge {vs,v,} to the original graph while the second option will force the
algorithm to not add this edge. However, since the edge may or may not be in a solution
for the given graph, there is no answer to this question. Also, one cannot brute force this
since with n vertices and every solution d; being at most r there are in the worst case r"
possibilities of distributing the demands. To conclude it can be said that it may be
possible to use our strategies to improve the kernel for the undirected case. A new flow
algorithm which chooses maximum flows with the property mentioned in Observation 5.2
would be one way of using our strategies in the undirected case. Otherwise, it would
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Figure 8: A schematic flow network if we modify Construction 3.4 so that we sort the
vertices in a certain order <. For each vertex v; in the graph D there are two
vertices added to the flow network: v;r and v; . We connect a vertex vj to a
vertex v, if the arc (vi,v5) is not in D and if v; < vj. The problem with this
construction is the question of how to choose 5i+ and 0; .

require a better way of translating an undirected graph into a flow network. Directed
graphs give a natural partition of the flow network in vertices with outgoing and vertices
with incoming arcs which is not the case for the undirected problem. We therefore at
this point leave the question of transferability open for future research.
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6 Conclusion

The goal of this work was to transfer results from Froese et al. [Fro+14] for undirected
graphs to directed graphs. They achieved a kernel with respect to the single parameter r
(which limits the maximum allowed degree) by first taking an intermediate step and
constructing a kernel with respect to the combined parameter (k,r), where k is the
solution size. This final problem kernel contained O(r%) vertices. We first came up
with two possible ways of defining the problem on directed graphs: DDCE(e') and
DTDCE(e"). Although DTDCE(e") is a generalization of DDCE(e™), we showed
that both problems are amenable to the same strategies. To be able to do that, we took
the same intermediate step as Froese et al. [Fro+14] and first constructed a kernel with
respect to the combined parameter (k,r). In that part, we used the same strategies.
The novel part of this work is the second step: constructing a kernel with respect to r.
While Froese et al. [Fro+14] used the concept of f-factors, we were able to utilize flow
networks. By doing so, we were able to reduce the kernel size, leading to our final
results: both DDCE(e™) and DTDCE(e*) admit a kernel containing O(r*) vertices.
The difference between using flow networks and f-factors seems to result in a kernel that
saves a linear factor for the kernel size compared to the O(r%)-vertex kernel from Froese
et al. [Fro+14]. We can therefore say in conclusion that our initial goal was not only
met, but also surpassed. In the end, we also took a look at the problem on undirected
graphs. We outlined two basic approaches that tried to make use of the strategies that
worked for directed graphs to improve the kernel for undirected graphs. We outlined the
problems that occur with both approaches and left open whether it is possible to improve
the kernel from Froese et al. [Fro+14] on undirected graphs. We also left open whether
similar results are achievable for vertex deletion or arc deletion on directed graphs.
It was proven by Froese et al. [Fro+14] that these problems probably do not admit a
polynomial-size kernel in the undirected case, but the results may not transfer to directed
graphs. Other fields of research could be to examine what exactly makes the problem
computationally hard and design efficient algorithms for special cases. The problem on
the degree sequence is polynomial-time solvable, so maybe it also is efficiently solvable
on graphs with low connectivity. In fact, at the moment we are uncertain whether the
problem is efficiently solvable on the empty graph. The empty graph provides no initial
constraints on what degree values we can raise. However, there are cases where the
number problem is a yes-instance and the graph problem is a no-instance.
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